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Abstract

Broadcast authentication is a fundamental security service in
distributed sensor networks. This pa-per presents the development
of a scalable broadcast authentication scheme namedmulti-level
µTESLAbased onµTESLA, a broadcast authentication protocol whose
scalability is limited by its unicast basedinitial parameter
distribution. Multi-levelµTESLA satisfies several nice properties,
including low over-head, tolerance of message loss, scalability to
large networks, and resistance to replay attacks as well asdenial
of service attacks. This paper also presents the development of a
multi-levelµTESLA broadcastauthentication system on TinyOS, an
operating system for networked sensors, and experimental
resultsobtained through simulation.

1 Introduction

A distributed sensor network usually consists of one or several
computationally powerful nodes calledbasestations and a large
number of inexpensive, low capacity nodes calledsensors (or sensor
nodes). The nodesin a distributed sensor network communicate
through wireless communication, which is usually limited
inbandwidth. Distributed sensor networks have extensive
applications in military as well as civilian operations,in which it
is necessary to deploy sensor nodes dynamically.

Broadcast authentication is an essential service in distributed
sensor networks. Because of the largenumber of sensor nodes and the
broadcast nature of wireless communication, it is usually desirable
for thebase stations to broadcast commands and data to the sensor
nodes. The authenticity of such commandsand data is critical for
the normal operation of sensor networks. If convinced to accept
forged or modifiedcommands or data, sensor nodes may perform
unnecessary or incorrect operations, and cannot fulfill theintended
purposes of the network. Thus, in hostile environments (e.g.,
battle field, anti-terrorists operations),it is necessary to enable
sensor nodes to authenticate broadcast messages received from the
base station.

Providing broadcast authentication in distributed sensornetworks
turns out to be a non-trivial task. Onthe one hand, public key
based digital signatures (e.g., RSA[29]), which are typically used
for broadcastauthentication in traditional networks, are too
expensiveto be used in sensor networks, due to the
intensivecomputation involved in signature verification and the
resource constraints on sensors. On the other hand,

∗A preliminary version of this paper has appeared in the
Proceedings of the 10th ISOC Annual Network and Distributed
SystemsSecurity Symposium [20].
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secret key based mechanisms (e.g., HMAC [18]) cannot be directly
applied to broadcast authentication,since otherwise a compromised
receiver can easily forge anymessage from the sender.

A protocol namedµTESLA [27] has been proposed for broadcast
authentication in distributed sensornetworks, which is adapted from
a stream authentication protocol called TESLA [25].µTESLA employs
achain of authentication keys linked to each other by a
pseudorandom function [14], which is by definition aone way
function. Each key in the key chain is the image of the next key
under the pseudo random function.µTESLA achieves broadcast
authentication through delayed disclosure of authentication keys in
the keychain. The efficiency ofµTESLA is based on the fact that
only pseudo random function and secret keybased cryptographic
operations are needed to authenticatea broadcast message. (More
details ofµTESLAcan be found in Section 2.)

The original TESLA uses broadcast to distribute the
initialparameters required for broadcast authenti-cation. The
authenticity of these parameters are guaranteed by a digital
signature generated by the sender.However, due to the low bandwidth
of a sensor network and the low computational resources at each
sen-sor node,µTESLA cannot distribute these initial parameters
using public key cryptography. Instead, thebase station has to
unicast the initial parameters to the sensor nodes individually.
This feature severelylimits the application ofµTESLA in large
sensor networks. For example, The implementation of µTESLAin [27]
has 10 kbps at the physical layer and supports 30-bytepackets. To
bootstrap 2,000 nodes, thebase station has to send or receive at
least 4,000 packets to distribute the initial parameters, which
takes atleast4,000×30×810,240 = 93.75 seconds even if the channel
utilization is perfect. Such a method certainly cannotscale up to
very large sensor networks, which may have thousands of nodes.

In this paper, we present a series of techniques to extend
thecapabilities ofµTESLA. The basic idea is topredetermine
andbroadcast the initial parameters required byµTESLA instead of
unicast-based messagetransmission. In the simplest form, our
extension distributes theµTESLA parameters during the
initializa-tion of the sensor nodes (e.g., along with the master
key shared between each sensor and the base station).To provide
more flexibility, especially to prolong the lifetime of µTESLA
without requiring a very longkey chain, we introduce a multi-level
key chain scheme, in which the higher-level key chains are usedto
authenticate the commitments of lower-level ones. To further
improve the survivability of the schemeagainst message loss and
Denial of Service (DOS) attacks, weuse redundant message
transmissions andrandom selection strategies to deal with the
messages that distribute key chain commitments. The
resultingscheme, which is namedmulti-level µTESLA, removes the
requirement of unicast-based initial communica-tion between base
station and sensor nodes while keeping thenice properties ofµTESLA
(e.g., tolerance ofmessage loss, resistance to replay attacks).

We also report the implementation of a multi-levelµTESLA
broadcast authentication system on TinyOS[16]. In this paper, we
describe the design and implementation of the multi-levelµTESLA API
as well asthe experiments performed through simulation. Our
experiments are intended to study the performance ofmulti-level
µTESLA under severe attacks and poor channel quality. The
experimental results demonstratethat our scheme can tolerate high
channel loss rate and is resistant to known DOS attacks to a
certain degree.

The rest of this paper is organized as follows. The next section
gives a brief overview ofµTESLA.Section 3 presents the development
of the multi-levelµTESLA scheme. Section 4 describes the designand
implementation of the multi-levelµTESLA API on TinyOS [16]. Section
5 presents our experimentsperformed through simulation. Section 6
discusses the related work, and section 7 concludes the paperand
points out some future research directions. Appendix A presents the
details of the two-levelµTESLAscheme, from which the
multi-levelµTESLA is extended. Finally, appendix B gives the
details of themulti-level µTESLA API.
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2 An Overview of µTESLA

Authentication of broadcast messages is an important security
issue in wired or wireless networks. Gen-erally, an asymmetric
mechanism, such as public key cryptography, is required to
authenticate broadcastmessages. Otherwise, a malicious receiver can
easily forgeany packet from the sender. However, due to thehigh
communication, computation and storage overhead of the asymmetric
cryptographic mechanisms, it isimpractical to implement them in
resource constrained sensor networks.

µTESLA introduced asymmetry by delaying the disclosure of
symmetric keys [27]. A sender broadcasts amessage with a Message
Authentication Code (MAC) generatedwith a secret keyK, which will
be disclosedafter a certain period of time. When a receiver
receives thismessage, if it can ensure that the packet wassent
before the key was disclosed, the receiver can buffer this packet
and authenticate it when it receives thecorresponding disclosed
key. To continuously authenticate the broadcast packets,µTESLA
divides the timeperiod for broadcasting into multiple time
intervals, assigning different keys to different time intervals.
Allpackets broadcasted in a particular time interval are
authenticated with the same key assigned to that timeinterval.

To authenticate the broadcast messages, a receiver first
authenticates the disclosed keys.µTESLA uses aone-way key chain for
this purpose. The sender selects a random valueKn as the last key
in the key chainand repeatedly performs a pseudo random functionF
to compute all the other keys:Ki = F (Ki+1), 0 ≤i ≤ n − 1, where
the secret keyKi is assigned to theith time interval. With the
pseudo random functionF , givenKj in the key chain, anybody can
compute all the previous keysKi, 0 ≤ i ≤ j, but nobody cancompute
any of the later keysKi, j+1 ≤ i ≤ n. Thus, with the knowledge of
the initial keyK0, the receivercan authenticate any key in the key
chain by merely performing pseudo random function operations. Whena
broadcast message is available inith time interval, the sender
generates MAC for this message with a keyderived fromKi and then
broadcasts this message along with its MAC and discloses the
keyKi−d assignedto the time intervalIi−d, whered is the disclosure
lag of the authentication keys. The senderprefers a longdelay in
order to make sure that all or most of the receivers can receive
its broadcast messages. But, for thereceiver, a long delay could
result in high storage overheadto buffer the messages.

Each key in the key chain will be disclosed after some delay. As
a result, the attacker can forge a broadcastpacket by using the
disclosed key.µTESLA uses a security condition to prevent a
receiver from acceptingany broadcast packet authenticated with a
disclosed key. When a receiver receives an incoming broadcastpacket
in time intervalIi, it checks the security
conditionb(Tc+∆−T0)/Tintc < Ii+d, whereTc is the localtime when
the packet is received,T0 is the start time of the time interval0,
Tint is the duration of each timeinterval, and∆ is the maximum
clock difference between the sender and itself. If the security
conditionis satisfied, i.e., the sender has not disclosed the keyKi
yet, the receiver accepts this packet. Otherwise,the receiver
simply drops it. When the receiver receives thedisclosed keyKi, it
can authenticate it witha previously received keyKj by checking
whetherKj = F i−j(Ki), and then authenticate the bufferedpackets
that were sent during time intervalIi.

µTESLA is an extension to TESLA [25]. The only difference
between TESLA andµTESLA is in theirkey chain commitment
distribution schemes. TESLA uses asymmetric cryptography to
bootstrap new re-ceivers, which is impractical for current sensor
networks due to its high computation and storage overhead.µTESLA
depends on symmetric cryptography with the master keyshared between
the sender and each re-ceiver to bootstrap the new receivers
individually. In thisscheme, the receiver first sends a request to
thesender, and then the sender replies a packet containing the
current timeTc (for time synchronization), a keyKi of one way key
chain used in a past intervali, the start timeTi of interval i, the
durationTint of eachtime interval and the disclosure lagd.

TESLA was later extended to include an immediate authentication
mechanism [26]. The basic idea is toinclude an image under a pseudo
random function of a late message content in an earlier message so
that
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once the earlier message is authenticated, the later message
content can be authenticated immediately afterit is received. This
extension can also be applied toµTESLA protocol in the same
way.

3 Multi-Level µTESLA

The major barrier of usingµTESLA in large sensor networks lies
in its difficulty to distribute the keychain commitments to a large
number of sensor nodes. In otherwords, the method for bootstrapping
newreceivers inµTESLA does not scale to a large group of new
receivers, thoughit is okay to bootstrap one ora few. The essential
reason for this difficulty is the mismatch between theunicast-based
distribution of keychain commitments and the authentication
ofbroadcast messages. That is, the technique is developed
forbroadcast authentication, but it relies on unicast-based
technique to distribute the initial parameters.

In this section, we develop several techniques to extend
thecapability ofµTESLA. The basic idea is topredetermine and
broadcast the key chain commitments instead of unicast-based
messagetransmissions.In the following, we present a series of
schemes; each later scheme improves over the previous one
byaddressing some of its limitations except for scheme V, which
improves over scheme IV only in specialcases where the base station
is very resourceful in terms of computational power. The final
scheme, amulti-level µTESLA scheme, then has two variations based
on schemes IV andV, respectively.

We assume each broadcast message is from the base station to the
sensor nodes. Broadcast messagesfrom a sensor node to the sensor
network can be handled as suggested in [27]. That is, the sensor
nodeunicasts the message to the base station, which then broadcasts
the message to the other sensor nodes. Themessages transmitted in a
sensor network may reach the destination directly, or may have to
be forwardedby some intermediate nodes; however, we do not
distinguish between them in our schemes.

For the sake of presentation, we denote the key chain with
commitmentK0 as〈K0〉 throughout this paper.

3.1 Scheme I: Predetermined Key Chain Commitment

A simple solution to bypass the unicast-based distributionof key
chain commitments is to predeterminethe commitments, the starting
times, and other parameters of key chains to the sensor nodes
during theinitialization of the sensor nodes, possibly along with
themaster keys shared between the sensor nodes andthe base station.
(Unlike the master keys, whose confidentiality and integrity are
both important, only theintegrity of the key chain commitments
needs to be ensured.)As a result, all the sensor nodes have the
keychain commitments and other necessary parameters once theyare
initialized, and are ready to useµTESLAas long as the starting time
is passed.

This simple scheme can greatly reduce the overhead involvedin
distribution of key chain commitments inµTESLA, since unicast-based
message transmission is not required any more. However, this simple
solutionalso introduces several problems.

First, a key chain in this scheme can only cover a fixed period
of time. To cover a long period of time, weneed either a long key
chain, or long time intervals to dividethe time period. However,
both options mayintroduce problems. If a long key chain is used,
the base station has to allocate a large amount of memoryto store
the key chain. For example, in our later experiments, the duration
of each time interval is 100ms.To cover one day, the base station
has to allocate24 × 60 ×60 × 10 × 8 = 6, 912, 000 bytes memory
tostore the keys. This may not be desirable in some applications.
In addition, the receivers has to performintensive computation of
pseudo random functions if there is a long delay (which covers a
large numberof time intervals) between broadcast messages in order
to authenticate a later disclosed key. Continuingfrom the previous
example, if the time between two consecutive messages received in a
sensor is one hour,the sensor has to perform60 × 60 × 10 = 36, 000
pseudo random operations to verify the disclosed key,
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which may be prohibitive in resource constrained sensors. If a
long interval is used, there will be a longdelay before the
authentication of a message after it is received, and it requires a
larger buffer at each sensornode. Though the extensions to TESLA
[26] can remove the delay in authenticating the data payload andthe
buffer requirement at the sensor nodes, the messages will have to
be buffered longer at the base station.

Second, it is difficult to predict the starting time of a key
chain when the sensor nodes are initialized. Ifthe starting time is
set too early, the sensor nodes will haveto compute a large number
of pseudo randomfunctions in order to authenticate the first
broadcast message. As we see in the previous example, one hourdelay
will introduce a huge number of pseudo number operations. In
addition, the key chain must be fairlylong so that it does not run
out before the sensor network’s lifetime ends. If the starting time
is set too late,messages broadcasted before it cannot be
authenticated viaµTESLA.

These problems make this simple scheme not a practical one. In
the following, we propose severaladditional techniques so that we
not only avoid the problemsof unicast-based distribution of key
chaincommitment, but also those of this simple scheme.

3.2 Scheme II: Naive Two-Level µTESLA

The essential problem of scheme I lies in the fact that it is
impossible to use both a short key chain and shorttime intervals to
cover a long period of time. This conflict can be mitigated by
using multiple levels of keychains. In the following several
subsections, we first investigate the special case of two level key
chains toenhance its security and robustness, and then extend the
results to multi-level key chains in Section 3.6.

The two-level key chains consist of a high-level key chain and
multiple low-level key chains. The low-level key chains are
intended for authenticating broadcastmessages, while the high-level
key chain is usedto distribute and authenticate commitments of the
low-level key chains. The high-level key chain uses a longenough
interval to divide the time line so that it can cover the lifetime
of a sensor network without havingtoo many keys. The low-level key
chains have short enough intervals so that the delay between the
receiptof broadcast messages and the verification of the messages
istolerable.

The lifetime of a sensor network is divided inton0 (long)
intervals of duration∆0, denoted asI1, I2, ...,andIn0 . The
high-level key chain hasn0 + 1 elementsK0, K1, ...,Kn0 , which are
generated by randomlypickingKn0 and computingKi = F0(Ki+1) for i =
0, 1, ..., n0 −1, whereF0 is a pseudo random function.The keyKi is
associated with each time intervalIi. We denote the starting time
ofIi asTi. Thus, thestarting time of the high-level key chain
isT1.

Since the duration of the high-level time intervals is usually
very long compared with the network delayand clock discrepancies,
we choose to disclose a high-levelkeyKi used forIi in the following
time intervalIi+1. Thus, we use the following security condition to
check whether the base station has disclosed the keyKi when a
sensor node receives a message authenticated withKi at timet: t +
δMax < Ti+1, whereδMaxis the maximum clock discrepancy between
the base station and the sensor node.

Each time intervalIi is further divided inton1 (short) intervals
of duration∆1, denoted asIi,1, Ii,2, ...,Ii,n1. If needed, the base
station generates a low-level key chainfor each time intervalIi by
randomlypicking Ki,n1 and computingKi,j = F1(Ki,j+1) for j = 0, 1,
..., n1 − 1, whereF1 is a pseudo randomfunction. The keyKi,j is
intended for authenticating messages broadcasted during the time
intervalIi,j.The starting time of the key chain〈Ki,0〉 is
predetermined asTi. The disclosure lag for the low-level keychains
can be determined in the same way asµTESLA and TESLA [25, 27]. For
simplicity, we assume allthe low-level key chains use the same
disclosure lagd. Further assume that messages broadcasted
duringIi,j are indexed as(i, j). Thus, the security condition for a
message authenticated with Ki,j and receivedat timet is: i′ < (i
− 1) ∗ n1 + j + d, wherei′ = b t−T1+δMax∆1 c + 1, andδMax is the
maximum clockdiscrepancy between the base station and the sensor
node.
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Figure 1: The two levels of key chains in Scheme II. Each keyKi
is used for the high-level time intervalIi, and each keyKi,j is
used for the low-level time intervalIi,j . F0 andF1 are different
pseudo randomfunctions. Each commitmentKi,0 is distributed during
the time intervalIi−2.

When sensor nodes are initialized, their clocks are synchronized
with the base station. In addition, thestarting timeT1, the
commitmentK0 of the high-level key chain, the duration∆0 of each
high-level timeinterval, the duration∆1 of each low-level time
interval, the disclosure lagd for the low-level key chains,and the
maximum clock discrepancyδMax between the base station and the
sensor nodes throughout thelifetime of the sensor network are
distributed to the sensors.

In order for the sensors to use a low-level key chain〈Ki,0〉
during the time intervalIi, they must au-thenticate the
commitmentKi,0 beforeTi. To achieve this goal, the base station
broadcasts acommitmentdistribution message, denoted asCDMi, during
each time intervalIi. (In the rest of this paper, we usecommitment
distribution message and its abbreviationCDM interchangeably.) This
message consists ofthe commitmentKi+2,0 of the low-level key
chain〈Ki+2,0〉 and the keyKi−1 in the high-level key
chain.Specifically, the base station constructs theCDMi message as
follows:

CDMi = i|Ki+2,0|MACK ′i(i|Ki+2,0)|Ki−1, where “|” denotes
message concatenation, andK ′i is

derived fromKi with a pseudo random function other thanF0
andF1.

Thus, to use a low-level key chain〈Ki,0〉 duringIi, the base
station needs to generate the key chain duringIi−2 and
distributeKi,0 in CDMi−2.

Since the high-level authentication keyKi is disclosed inCDMi+1
during the time intervalIi+1, eachsensor needs to storeCDMi until
it receivesCDMi+1. Each sensor also stores a keyKj , which is
initiallyK0. After receivingKi−1 in CDMi, the sensor authenticates
it by verifying thatF

i−1−j1 (Ki−1) = Kj.

Then the sensor replaces the currentKj with Ki−1.

Suppose a sensor has receivedCDMi−2. Upon receivingCDMi−1 during
Ii−1, the sensor can au-thenticateCDMi−2 with Ki−2 disclosed
inCDMi−1, and thus verifyKi,0. As a result, the sensor
canauthenticate broadcast messages sent by the base station using
theµTESLA key chain〈Ki,0〉 during thehigh-level time intervalIi.

This scheme usesµTESLA in two different levels. The high-level
key chain relies on the initializa-tion phase of the sensor nodes
to distribute the key chain commitment, and it only has a single
key chainthroughout the lifetime of the sensor network. The
low-level key chains depend on the high-level key chainto
distribute and authenticate the commitments. Figure 1 illustrates
the two-level key chains, and Figure 2displays the key disclosure
schedule for the keys in these key chains.
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Figure 2: Key disclosure schedule in Scheme II

The two-level key chains scheme mitigates the problem
encountered in scheme I. On the one hand, byhaving long time
intervals, the high-level key chain can cover a long period of time
without having a verylong key chain. On the other hand, the
low-level key chain hasshort time intervals so that authentication
ofbroadcast messages does not have to be delayed too much.

Similar toµTESLA and TESLA, a sensor can detect forged messages
by verifying the MAC with the cor-responding authentication key
once the sensor receives it.In addition, replay attacks can be
easily defeatedif a sequence number is included in each
message.

In the preliminary version of this paper [20], we used a
variation of this naive two-level key chains schemebased on the
immediate authentication extension to TESLA [26]. The intention was
to enable a sensor toauthenticate the key included in aCDM message
immediately after it receives the message. Specifically,we included
an image of the key chain commitment contained inthe nextCDM
message under a pseudorandom function in the currentCDM message.
Once thisCDM message is authenticated (after receivingthe nextCDM
message), the key chain commitment in the nextCDM message can be
authenticatedimmediately. However, a further investigation reveals
that this alternative does not save much. Unlike thedata to be
immediately authenticated in [26], a key chain commitment usually
has the same length as itsimage under a pseudo random function.
Thus, the above variation is equivalent to having each key
chaincommitment included in two consecutiveCDM messages.

3.3 Scheme III: Fault Tolerant Two-Level µTESLA

Scheme II does not tolerate message losses as well asµTESLA and
TESLA. There are two types of messagelosses: the losses of normal
messages, and the losses ofCDM messages. Both may cause problems
forscheme II. First, the low-level keys are not entirely chained
together. Thus, losses of a key disclosuremessages for later keys
in a low-level key chain cannot be recovered even if the sensor can
receive keys insome later low-level key chains. For example,
consider the last keyKi,n1 that is used to authenticate thepacket
in the key chain of time intervalIi. If the CDM message that
carries the disclosure ofKi,n1 is lost,the sensor then has no way
to authenticate this packet. As a result, a sensor may not be able
to authenticate astored message even if it receives some key
disclosure messages later. In contrast, withµTESLA a receivercan
authenticate a stored message as long as it receives a later key.
Second, ifCDMi−2 does not reach
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Figure 3: The two levels of key chains in Scheme III. It differs
from Figure 1 in that eachKi,n1 is derivedfrom Ki+1 using an
additional pseudo random functionF01.

a sensor, the sensor will not be able to use the key chain〈Ki,0〉
for authentication during the entire timeintervalIi, which is
usually pretty long (to make the high-level key chain short).

To address the first problem, we propose to further connect the
low-level key chains to the high-level one.Specifically, instead of
choosing eachKi,n1 randomly, we derive eachKi,n1 from a high-level
keyKi+1(which is to be used in the next high-level time interval)
through another pseudo random functionF01. Thatis, Ki,n1 =
F01(Ki+1). As a result, a sensor can recover any authentication
keyKi,j as long as it receives aCDM message that disclosesKi′ with
i′ >= i + 1, even if it does not receive any later low-level
keyKi,j′with j′ >= j. Thus, the first problem can be resolved.
Figure 3 illustrates this idea.

The second problem does not have an ultimate solution; if
thebase station cannot reach a sensor at allduring a time
intervalIi, CDMi will not be delivered to the sensor. However, the
impact of temporarycommunication failures can be reduced by
standard fault tolerant approaches.

One possible solution to mitigate the second problem is to
include each key chain commitment in multipleCDM messages. For
example, we may include each key chain commitmentKi,0 in l
consecutiveCDMmessages,CDMi−2, . . ., CDMi−(l+1). As a result,CDMi
includes the key chain commitmentsKi+2,0,..., Ki+1+l,0. A sensor
can recover and authenticateKi,0 if it receives either any two of
the abovel CDMmessages, or one of thel CDM messages andCDMi−1.
However, this also increases the size ofCDMmessages as well as
theCDM buffer on sensor nodes. Moreover, the larger a packet is,
themore possiblethat it is lost in wireless communication.
Considering the fact that packets in distributed sensor
networksusually have limited size (e.g., the payload of each packet
in TinyOS [16] is at most 29 bytes), we decidenot to go with this
solution.

Instead, we propose to have the base station periodically
broadcast theCDM message during each timeinterval. Assuming that
the frequency of this broadcast isF , eachCDM message is therefore
broadcastedF × ∆0 times. To simplify the analysis, we assume the
probability that a sensor cannot receive a broadcastof aCDM message
ispf . Thus, the probability that a sensor cannot receive any
copyof theCDM messageis reduced topF×∆0f .

Note that even if a sensor cannot receive anyCDM message during
a time intervalIi, it still has theopportunity to authenticate
broadcast messages in time intervals later thanIi+1. Not having
theCDMmessage in time intervalIi only prevents a sensor from
authenticating broadcast messages duringIi+1. Aslong as the sensor
gets aCDM message, it can derive all the low-level keys in the
previoustime intervals.
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By periodically broadcastingCDM messages, scheme III introduces
more overhead than scheme II. Letus consider the overhead on the
base station, the sensors, and the communication channel,
respectively.Compared with Scheme II, this scheme does not change
the computation ofCDM messages in the basestation, but increases
the overhead to transmitCDM messages byF × ∆0 times. Base stations
in a sensornetwork are usually much more powerful than the sensor
nodes. Thus, the increased overhead on basestations may not be a
big problem as long asF × ∆0 is reasonable.

The sensors are affected much less than the base station in a
benign environment, since each sensoronly needs to process oneCDM
message for each time interval. Thus, the sensors have roughly the
sameoverhead as in scheme II. However, we will show that a sensor
has to take a different strategy in a hostileenvironment in which
there are DOS attacks. We will delay thediscussion of sensors’
overhead until weintroduce our counter measures.

This approach increases the overhead in the communication
channel byF × ∆0 times, since theCDMmessage for each time interval
is repeatedF×∆0 times. Assume the probability that a sensor cannot
receivea CDM message ispf = 1/2 andF × ∆0 = 10. Under our
simplified assumption, the probability thatthe sensor cannot
receive any of the 10CDM messages ispF×∆0f < 0.1%. Further
assume that∆0 is 1minutes, which is quite short as the interval
length for the high-level key chain. Thus, there is oneCDMmessage
per 6 seconds. Assume the bandwidth is 10 kbps and each CDM packet
is 36 bytes = 288 bits,which includes the 29 byteCDM message and
the 7 byte packet header as in our experiments (Section5). Then the
relative communication overhead is28810240×6 = 0.47%. This is
certainly optimistic, sincewe assume perfect channel utilization.
However, it still shows that scheme III introduces very
reasonablecommunication overhead in typical sensor networks.

One limitation of Scheme III is that if a sensor misses all
copies ofCDMi during the time intervalIi,it cannot authenticate any
data packets received duringIi+2 before it receives an authenticKj
, j > i + 2.(Note that the sensor does not have to receive an
authenticCDM message. As long as the sensor canauthenticate a
high-level keyKj with j > i+ 2, it can derive the low-level keys
through the pseudo randomfunctionsF0, F01, andF1.) Since the
earliest high-level keyKj that satisfiesj > i+2 is Ki+3, andKi+3
isdisclosed duringIi+4, the sensor has to buffer the data packets
received duringIi+2 for at least the durationof one high-level time
interval.

3.4 Scheme IV: DOS-Tolerant Two-Level µTESLA

In scheme III, the usability of a low-level key chain dependson
the authentication of the key chain commit-ment contained in the
correspondingCDM message. A sensor cannot use the low-level key
chain〈Ki,0〉for authentication before it can authenticateKi,0
distributed inCDMi−2. This makes theCDM messagesattractive targets
for attackers. An attacker may disrupt the distribution ofCDM
messages, and thus pre-vent the sensors from authenticating
broadcast messages during the corresponding high-level time
intervals.Although the high-level key chain and the low-level ones
arechained together, and such sensors may storethe broadcast
messages and authenticate them once they receive a later commitment
distribution message,the delay between the receipt and the
authentication of the messages may introduce a problem: Indeed,an
attacker may send a large amount of forged messages to exhaust the
sensors’ buffer before they canauthenticate the buffered messages,
and force them to drop some authentic messages.

The simplest way for an attacker to disrupt theCDM messages is
to jam the communication channel.We may have to resort to
techniques such as frequency hoppingif the attacker completely jam
the com-munication channel. This is out of the scope of this paper.
The attacker may also jam the communicationchannel only when theCDM
messages are being transmitted. If the attacker can predictthe
schedule ofsuch messages, it would be much easier for the attacker
to disrupt such message transmissions. Thus, thebase station needs
to send theCDM messages randomly or in a pseudo random manner that
cannot be
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predicted by an attacker that is unaware of the random seed. For
simplicity, we assume that the base stationsends theCDM messages
randomly.

An attacker may forge commitment distribution messages to
confuse the sensors. If a sensor does nothave a copy of the
actualCDMi, it will not be able to get the correctKi+2,0, and
cannot use the low-levelkey chain〈Ki+2,0〉 during the time
intervalIi+2.

Consider a commitment distribution message:CDMi = i|Ki+2,0|MACK
′i(i|Ki+2,0)|Ki−1. Once see-

ing such a message, the attacker learnsi and Ki−1. Then the
attacker can replace the actualKi+2,0or MACK ′

i(i|Ki+2,0) with arbitrary valuesK ′i+2,0 or MAC ′, and forge
another message:CDM ′i =

i|K ′i+2,0|MAC ′|Ki−1. Assume a sensor has an authentic copy
ofCDMi−1. The sensor can verifyKi−1with Ki−2, sinceKi−2 is included
inCDMi−1. However, the sensor has no way to verify the
authenticityof K ′i+2,0 or MAC

′ without the corresponding key, which will be disclosed later.
In other words, the sensorcannot distinguish between the
authenticCDMi messages and those forged by the attacker. If the
sensordoes not save an authentic copy ofCDMi duringIi, it will not
be able to get an authenticatedKi+2,0 evenif it receives the
authentication keyKi in CDMi+1 during Ii+1. As a result, the sensor
cannot use the keychain〈Ki+2,0〉 duringIi+2.

One may suggest to distribute eachKi,0 in some earlier time
intervals thanIi−2. However, this does notsolve the problem. If a
sensor does not have an authentic copyof theCDM message, it can
never get thecorrectKi,0. To take advantage of this, an attacker
can simply forgeCDM messages as discussed earlier.

We propose a random selection method to improve the
reliablebroadcast of commitment distributionmessages. For theCDMi
messages received during each time intervalIi, each sensor first
tries to discardas many forged messages as possible. There is a
simple test for a sensor to identify some forgedCDMimessages
duringIi. The sensor can verify ifF

i−1−j0 (Ki−1) = Kj, whereKi−1 is the high-level key

disclosed inCDMi andKj is a previously disclosed high-level key.
(Note that such aKj always exists,since the commitmentK0 of the
high-level key chain is distributed during the initialization of
the sensornodes.) Messages that fail this test are certainly forged
and should be discarded.

The simple test can filter out some forged messages;
however,they do not rule out the forged messagesdiscussed earlier.
To further improve the possibility thatthe sensor has an
authenticCDMi message, thebase station uses a random selection
method to store theCDMi messages that pass the above test. Our
goalis to make the DOS attacks so difficult that the attacker
wouldrather use constant signal jamming insteadto attack the sensor
network. In other words, we want to prevent the DOS attacks that
can be achieved bysending a few packets. Some of the strategies are
also applicable to the low-level key chains as well as
the(extended) TESLA andµTESLA protocols.

Without loss of generality, we assume that each copy ofCDMi has
been weakly authenticated in thetime intervalIi by using the
aforementioned test.

3.4.1 Single Buffer Random Selection

Let us first look at a simple strategy:single buffer random
selection. Assume that each sensor node only hasone buffer for
theCDM message broadcasted in each time interval. In a time
interval Ii, each sensor noderandomly selects one message from all
copies ofCDMi it receives. The key issue here is to make sure
allcopies ofCDMi have equal probability to be selected. Otherwise,
an attacker who knows the protocol maytake advantage of the unequal
probabilities and make a forged CDM message be selected.

To achieve this goal, for thekth copy ofCDMi a sensor node
receives during the time intervalIi, thesensor node saves it in the
buffer with probability1/k. Thus, a sensor node will save the first
copy ofCDMiin the buffer, substitute the second copy for the buffer
withprobability1/2, substitute the third copy for thebuffer with
probability1/3, and so on. It is easy to verify that if a sensor
node receivesn copies ofCDMi,
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all copies have the same probability1/n to be kept in the
buffer.

The probability that a sensor node has an authentic copy ofCDMi
can be estimated asP (CDMi) =1 − p, wherep = #forged copies#total
copies . To maximize his attack, an attacker has to send as many
forged copies aspossible.

3.4.2 Multiple Buffer Random Selection

The single buffer random selection can be easily improved
byhaving additional buffers for theCDMmessages. Assume there arem
buffers. During each time intervalIi, a sensor node can save the
firstmcopies ofCDMi. For thekth copy withk > m, the sensor node
keeps it with probabilitymk . If a copy isto be kept, the sensor
node randomly selects one of them buffers and replaces the
corresponding copy. It iseasy to verify that if a sensor node
receivesn copies ofCDMi, all copies have the same probabilitymn
tobe kept in one of the buffers.

During the time intervalIi+1, a sensor node can verify if it has
an authentic copy ofCDMi once it re-ceives and weakly authenticates
a copy ofCDMi+1. Specifically, the sensor node uses the keyKi
disclosedin CDMi+1 to verify the MAC of the buffered copies ofCDMi.
Once it authenticates a copy, the sensornode can discard all the
other buffered copies.

If a sensor node cannot find an authentic copy ofCDMi after the
above verification, it can conclude thatall buffered copies ofCDMi
are forged and discard all of them. The sensor node then needsto
repeat therandom selection process for the copies ofCDMi+1. Thus, a
sensor node needs at mostm + 1 buffersfor CDM messages with this
strategy:m buffers for copies ofCDMi, and one buffer for the first
weaklyauthenticated copy ofCDMi+1.

With m buffer random selection strategy, the probability that a
sensor node has an authentic copy ofCDMi can be estimated asP
(CDMi) = 1 − pm, wherep = #forged copies#total copies .

3.4.3 Effectiveness of Random Selection

In the rest of this subsection, we perform a further
analysisusing Markov Chain theory to understand theeffectiveness of
the random selection strategy. Specifically, we would like to
compute the probability that asensor has an authentic low-level key
chain commitment before the key chain is used.

We assume that the base station sends out multipleCDM messages
in each high-level time interval sothat the probability of all
theseCDM messages being lost due to lossy channel is negligible.
Since ourconcern is about the availability of an authentic
commitment for the low-level key chain before it is used,we
consider the state of a sensor only at the end of each high-level
time interval.

At the end of each high-level time interval, we useQ1 to
represent that a sensor buffers at least oneauthenticCDM message in
the previous high-level time interval, andQ2 to represent that a
sensor buffers atleast one authenticCDM message in the current
high-level time interval. We use¬Q1 (or¬Q2) to representthatQ1 (or
Q2) is not true. Thus, withQ1, Q2, and their negations, we totally
have four combinations, eachof which makes one possible state of
the sensor. Specifically, state 1 representsQ1∧Q2, which indicates
thesensor has an authentic copy ofCDM message in both the previous
and the current high-level timeinterval.Similarly, state 2
representsQ1 ∧ ¬Q2, state 3 represents¬Q1 ∧ ¬Q2, and state 4
represents¬Q1 ∧ Q2.A sensor may transit from one state to another
when the current time moves from the end of one high-leveltime
interval to the end of the next high-level time interval.

Figure 4 shows the state transition diagram, which is equivalent
to the following transition matrix:
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Figure 4: State transition diagram for Scheme IV

P =

1 − pm pm 0 00 0 pm 1 − pm0 0 pm 1 − pm

1 − pm pm 0 0

,

wherep = #forged copies of each CDM message#total copies of each
CDM message andm is the number of buffers forCDM messages in
eachsensor.

Among the four states, both states 1 and 2 imply that the sensor
gets an authentic key chain commitmentfor the low-level key chain
to be used in the next high-level time interval. The reason is as
follows: In bothstates 1 and 2, the sensor already has an
authenticCDM message in the previous high-level time interval.Thus,
it only needs a disclosed key to authenticate this message. If an
attacker wants the DOS attack tobe successful, he/she has to ensure
the forgedCDM messages can be weakly authenticated. As a result,the
sensor can obtain a key to authenticate theCDM message distributed
in the previous high-level timeinterval, and then obtain an
authenticated commitment of the low-level key chain to be used in
the nexthigh-level time interval, even if it does not have an
authentic copy of theCDM message. Therefore, theoverall probability
of having an authentic key chain commitment for the next key chain
is the sum of theprobabilities in state 1 and state 2.

To determine the probability of a sensor being in each state,we
need to find the steady state of the aboveprocess. Thus, we need to
solve the equationΠ = Π×P, whereΠ = (π1, π2, π3, π4) andπi
represents theprobability of the sensor being in statei. That
is,

(π1, π2, π3, π4) = (π1, π2, π3, π4) ×

1 − pm pm 0 00 0 pm 1 − pm0 0 pm 1 − pm

1 − pm pm 0 0

.

By solving the above equation and considering thatπ1 + π2 + π3 +
π4 = 1, we get

π1 = (1 − pm)2π2 = p

m(1 − pm)π3 = p

2m

π4 = pm(1 − pm).

Therefore, the probability that a sensor has an authentic key
chain commitment for the next low-level keychain isP = π1 + π2 = 1
− pm. This result shows that the more buffers we have, the more
effective this
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random selection strategy is. Moreover, according to the
exponential form of the above formula, having afew more buffers can
significantly increase the availability of an authenticated key
chain commitment beforethe key chain is used.

3.4.4 Frequency of CDM Messages

One critical parameter in our proposed technique is the
frequency ofCDM messages. We describe one wayto determine this
parameter. Consider a desirable probability P that a sensor has an
authenticated copy of akey chain commitment before the key chain is
used. LetRd, Rc andRa denote the fractions of bandwidthused by
data, authenticCDM messages, and forgedCDM messages, respectively.
Assume each messagehas the same probabilitypl of being lost in the
communication channel. To simplify the analysis, we assumean
attacker uses all available bandwidth to launch a DOS attack. Then
we haveRd + Rc + Ra = 1. (Notethat increasing the transmission of
any type of messages will reduce the bandwidth for the other two
typesof messages. Thus, it is usually difficult in practice
tochoose Rd, Rc, andRa as desired. Here we considerthe relationship
among the actual rates as they happen in communication.) To ensure
the probability that asensor has an authentic low-level key chain
commitment (before the use of the key chain) is at leastP ,
wehave

1 − ( Ra × (1 − pl)Rc × (1 − pl) + Ra × (1 − pl)

)m ≥ P.

This implies

Ra ≤m√

1 − P1 − m

√1 − P

× Rc.

Together withRd + Rc + Ra = 1, we have

Rc ≥ (1 − Rd)(1 − m√

1 − P ). (1)

Equation 1 presents a way to determine the frequency ofCDM
messages to mitigate severe DOS attacksthat use all available
bandwidth to prevent the distribution and authentication of
low-level key chain commit-ments. In other words, if we can
determine the numberm of CDM buffers based on resources on
sensors,the fractionRd of bandwidth for data packets based on the
expected application behaviors, the probabilityP of a sensor
authenticating a low-level key chain commitmentbefore the key chain
is used based on theexpected security performance under severe DOS
attacks, wecan computeRc and then determine the fre-quency ofCDM
messages. Moreover, we may examine different choices of these
parameters and make atrade-off most suitable for the sensor
networks.

Figure 5 shows the fraction of bandwidth required forCDM
messages for different combinations ofRdandm given P = 0.9. We can
see that the bandwidth required forCDM messages in order to ensureP
= 0.9 is substantially more than that required to deal with message
losses. For example, as shown inFigure 5(a), when there are few
data packets and each sensor has only 10 buffers forCDM messages,
about20% of the bandwidth must be used forCDM messages in order to
ensure 90% authentication rate forlow-level key chain comments when
there are severe DOS attacks. This is understandable since under
suchcircumstances the sensor network is facing aggressive attackers
that try everything possible to disrupt thenormal operations of the
network.

It is also shown in Figure 5(b) that the increase in the
numberof CDM buffers can significantly reducethe requirement forCDM
messages. As shown in Figure 5(b), when each sensor has 40CDM
buffers,less than 5% of the bandwidth is required forCDM messages.
In addition, the shape of the curves in Figure5(b) also shows that
the smallerm is, the more effective an increase inm is.
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Figure 5: Bandwidth required forCDM messages to ensure 90% of
low-level key chain commitments areauthenticated before the key
chains are used.

Figure 5(a) further shows that the increase in data rate results
in the decrease in the fraction of band-width required forCDM
messages. This is because when the data consume more bandwidth,
there is lessbandwidth for the DOS attacks, and in effect the
requirementfor CDM messages is also reduced.

It is worth noting that the fractions for data andCDM messages
are theactual fractions ofCDMmessages that the sensors receive, not
the fractionsplanned by the base station. A message scheduled
fortransmission by the base station is not guaranteed to be
transmitted if the DOS attack consumes too muchbandwidth.
Nevertheless, the above analysis provides a target frequency ofCDM
messages, and the basestation can adaptively change its
transmission strategy tomeet this target.

3.5 Scheme V: DOS-Resistant Two-Level µTESLA

Scheme IV can be further improved if the base station has enough
computational and storage resources.Indeed, when at least one copy
of eachCDM message can reach the sensors, we can completely defeat
theaforementioned DOS attack without the random selection
mechanism.

The solution can be considered a variation of the immediate
authentication extension to TESLA [26].The idea is to include
inCDMi the imageH(CDMi+1) for eachi, whereH is a pseudo random
function.As a result, if a sensor can authenticateCDMi, it can get
authenticH(CDMi+1) and then authenticateCDMi+1 when it is received.
Specifically, the base station constructsCDMi for the high-level
time intervalIi as follows:

CDMi = i|Ki+1,0|H(CDMi+1)|MACK ′i(i|Ki+1,0|H(CDMi+1)) |Ki−1,
where “|” denotes mes-

sage concatenation,H is a pseudo random function other thanF0
andF1, andK ′i is derived fromKiwith a pseudo random function other
thanH, F0 andF1.

Suppose a sensor has receivedCDMi. Upon receivingCDMi+1, the
sensor can authenticateCDMiwith Ki disclosed inCDMi+1. Then the
sensor can immediately authenticateCDMi+1 by verifying
thatapplyingH to CDMi+1 results in the sameH(CDMi+1) included
inCDMi. As a result, the sensor canauthenticate a commitment
distribution message immediately after receiving it.

Alternatively, ifH(CDM1) is predistributed before deployment,
the sensor can immediately authenticateCDM1 when receiving it, and
then useH(CDM2) included inCDM1 to authenticateCDM2, and so on.
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One may observe that in this case, a sensor does not use the
disclosed high-level keys inCDM messagesdirectly. However,
including such keys inCDM messages is still useful. Indeed, when a
sensor fails toreceive or keep an authenticCDM message, it can use
the random selection mechanism and the approachdescribed in the
previous paragraph to recover from the failure.

The cost, however, is that the base station has to compute
theCDM messages in the reverse order.That is, in order to
includeH(CDMi+1) in CDMi, the base station has to haveCDMi+1, which
impliesthat it also needsCDMi+2, and so on. Therefore, the base
station needs to compute boththe high-leveland the low-level key
chains completely to get the commitments of these key chains, and
construct all theCDM messages in the reverse order before the
distribution of thefirst one of them. (Note that in schemeIV, the
base station only needs to compute the high-level keychain but not
all the low-level ones duringinitialization. The base station may
delay the computationof a low-level key chain until it needs to
distributethe commitment of that key chain.)

This imposes additional computation during the initialization
phase. Assume that all the key chainshave 1,000 keys. The base
station needs to perform about 1,001,000 pseudo random function
operationsto generate all the key chain commitments, and 1,000
pseudo random function operations and 1,000 MACoperations to
generate all theCDM messages. Due to the efficiency of pseudo
random functions, suchcomputation is still practical if the base
station is relatively resourceful. For example, using MD5 as
thepseudo random function, a modern PDA can finish the above
computation in several seconds. Moreover, thebase station does not
have to save the low-level key chains. Indeed, to reduce the
storage overhead, the basestation may compute a low-level key chain
(again) when the key chain is needed. Thus, the base station
onlyneeds to store the high-level key chain and the MACs of all
theCDM messages. Further assume both theauthentication key and the
image of a pseudo random functionare 8 bytes. To continue the
earlier example,the base station needs(8 + 8) × 1, 000 = 16, 000
bytes to store the high-level key chain and the MACs.

The immediate authentication ofCDMi depends on the successful
receipt ofCDMi−1. However, if asensor cannot receive an
authenticCDMi due to communication failure or an attacker’s active
disruption,the sensor has to fall back to the techniques introduced
in Scheme IV (i.e., the random selection strate-gies). This implies
that the base station still needs to distributeCDM messages
multiple times in a randommanner. The combination of these
techniques is straightforward; we do not discuss it further in this
paper.

Now let us assess how difficult it is for a sensor to recover if
it fails to receive an authenticCDM mes-sage. We assume an attacker
will launch a DOS attack to deter this recovery. To recover from
the failure,the sensor has to buffer an authenticCDM message by the
end of a later high-level time interval and thenauthenticate this
message. For example, suppose a sensor buffers an authenticCDMi+j.
If it receives adisclosed key in intervalIi+j+1, it can
authenticateCDMi+j immediately and getsH(CDMi+j+1). Thesensor then
recovers from the failure. Thus, if a sensor fails to receive an
authenticCDMi, the prob-ability that it recovers from this failure
within the nextl high-level time intervals is1 − pm×l, wherep =
#forged copies of each CDM message#total copies of each CDM message
andm is the number of buffers forCDM messages.

It is sensible to dynamically manageCDM buffers in sensors in
this scheme. There are three cases:(1) During normal operations,
each sensor only needs one buffer to save an authenticatedCDM
messageduring each high-level time interval; (2) When a sensor
tries to recover from communication failures, it needsa relatively
small number ofCDM buffers to tolerate communication failures, as
discussed in Section 3.3;(3) When a sensor tries to recover from a
loss of authenticCDM messages under severe DOS attacks,the sensor
needs as many buffers as possible to increase its chance of
recovery. Once a sensor recoversan authenticCDM message, it can
fall back to only oneCDM buffer, since it can authenticate the
nextCDM message once the message is received. This requires that
each sensor be able to detect the presenceof DOS attacks.
Fortunately, this can be done easily with high precision: If most
bufferedCDM messagesare forged, there must be a DOS attack.
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The base station needs to broadcast eachCDM message multiple
times to mitigate communicationfailures and to help sensors recover
from failures under potential DOS attacks. The frequency
ofCDMmessages required in this scheme can be determined in a
similar way to scheme IV. However, a sensor inthis scheme only
needs a large number ofCDM buffers temporarily during recovery.
Moreover, a sensoronly needs to recover one authenticCDM message in
order to go back to normal operations, and the sensormay recover
over several high-level time intervals. Indeed, if we allow a
sensor to recover from such a failureover l high-level time
intervals, by using the same process to derive Equation 1, we can
get the followingequation:

Rc ≥ (1 − Rd)(1 − m·l√

1 − P ), (2)whereRc is the fraction of bandwidth required forCDM
messages,Rd is the fraction of bandwidth usedby data packets,m is
the number of buffers forCDM messages, andP is the desired
probability to recoverfrom the failure over the nextl high-level
time intervals. It is easy to see thatRc decreases whenm
andlincrease. Thus, the bandwidth required forCDM messages can be
much less than in scheme IV.

Since the probability that a sensor fails to receive an
authentic CDM message is unknown, it is notpossible to derive the
probability that the sensor has an authentic low-level key chain
commitment beforethe key chain is used. Nevertheless, this
probability can beeasily computed in the same way as in Section3.4
if the aforementioned information is available.

From the above analysis, we can see that this scheme introduces
additional computation requirementbefore deployment, though it can
defeat the DOS attacks whenat least one copy of eachCDM
messagereaches the sensors. Fortunately, such computation is
affordable if the base station is relatively resourceful.It is also
possible to perform such computation on powerful machines and then
download the result to thebase station before deployment. In
addition, the communication overhead and the sensor storage
overheadin this scheme is potentially much less than that in scheme
IV, as discussed earlier. Thus, when the requiredcomputational
resources are available (on either the base station or some other
machines), scheme V is moredesirable. Otherwise, scheme IV could be
used to mitigate the DOS attacks.

3.6 Scheme VI: Multi-Level µTESLA

Both scheme IV and scheme V can be extended toM -level key chain
schemes. TheM -level key chainsare arranged from level 0 to levelM
− 1 from top down. The keys in the(M − 1)-level key chains areused
for authenticating data packets. Each higher-level key chain is
used to distribute the commitments ofthe immediately lower-level
key chains. Only the last key ofthe top-level (level 0) key chain
needs to beselected randomly; all the other keys in the top-level
key chain are generated from this key, and all the keychains in
leveli, 1 ≤ i ≤ M − 1, are generated from the keys in leveli − 1,
in the same way that thelow-level key chains are generated from the
high-level keysin the two-level key chain schemes. For
securityconcerns, we need a family of pseudo random functions. The
pseudo random function for each level andbetween adjacent levels
should be different from each other. Such a family of pseudo random
functions hasbeen proposed in [25].

The benefit of having multi-level key chains is that it is
moreflexible in providing short key chains withshort delays in
authenticating data packets, compared withthe two-level key chain
schemes. As a result, amulti-level µTESLA scheme can scale up to
cover a long period of time. In practice, a three-level schemeis
usually sufficient to cover the lifetime of a sensor network. For
example, if the duration of a lowest-leveltime interval is 100ms,
and each key chain has 1,000 keys, then a three-level scheme can
cover a periodof 108 seconds, which is over three years. In the
following, we still present our techniques as genericmulti-level
key chains schemes for the sake of generality.

In addition to multi-levelµTESLA schemes directly extended from
schemes IV and V, we cancombinethem into a hybrid scheme to achieve
a trade-off between precomputation and operational overheads.
Thus,
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we have three variations of multi-levelµTESLA schemes. The first
variation, which is namedDOS-tolerantmulti-level µTESLA, is
extended from scheme IV and is suitable for sensor networks where
the base sta-tion is not very resourceful. The second variation,
which isnamedDOS-resistant multi-level µTESLA, isextended from
scheme V. This variation is suitable for sensor networks with
relatively short lifetime and rel-atively powerful base stations.
The third variation, whichis namedhybrid multi-level µTESLA, is a
trade-offbetween the above two variations. It sacrifices certain
immediate authentication capability to exchange forless
precomputation requirement.

In the following, we describe and analyze these
variations,respectively.

3.6.1 Variation I: DOS-Tolerant Multi-Level µTESLA

This variation of multi-levelµTESLA scheme is a direct extension
to scheme IV. EachCDM message hasthe same format as in scheme IV,
and each sensor uses the multiple buffer random selection mechanism
tosaveCDM messages. The only difference is that this variation may
have more than two key chain levels.

Compared with scheme IV, this variation is not more vulnerable
to DOS attacks. The success of the DOSattacks depends on the
percentage of forgedCDM messages and the buffer capacity in sensor
nodes. Aslong as the base station maintains a certain authenticCDM
message rate, this variation will not have higherpercentage of
forgedCDM messages than scheme IV. The base station can further
piggy-back theCDMmessages for different levels of key chains so as
to reduce the communication cost.

Having more levels of key chains does increase the overhead at
both the base station and the sensornodes. This variation requires
the base station to maintainone active key chain at each level.
Because of theavailable resource in typical bases stations, this
overhead is usually tolerable. Similarly, sensor nodes haveto
maintain more buffers for the key chain commitments as well asCDM
messages in different key chainlevels. This is usually not
desirable because of the resource constraints in sensors. In
addition, the morelevels we have, the more bandwidth is required to
transmit the CDM messages. Thus, we should use asfew levels as
possible to cover the lifetime of a sensor network.

Now let us consider the frequency ofCDM messages in DOS-tolerant
multi-levelµTESLA. To increasethe chance to succeed, the attacker
may target at a particular key chain level instead of attacking all
levelssimultaneously. Further assume that the base station sendsout
theCDM messages of each key chain levelin the same frequency, and
the buffer in each sensor can accommodatem (authentic and/or
forged) copiesof aCDM message. Thus, for DOS-tolerantM
-levelµTESLA, Equation 1 can be generalized to

Rc ≥(M − 1)(1 − Rd)(1 − m

√1 − P )

(M − 1)(1 − m√

1 − P ) + m√

1 − P, (3)

whereRc is the fraction of bandwidth required forCDM messages in
all key chain levels, andRd is thefraction of bandwidth used for
data packets,m is the number ofCDM buffers in each key chain level,
andP is the desired probability that a sensor has an authenticated
key chain commitment before the key chainis used.

We may still use the approach in Section 3.4.4 to determine the
frequency ofCDM messages in order tomaintain broadcast
authentication service when the network is under severe DOS
attacks. Figure 6 showsthe required fraction of bandwidth forCDM
messages to guarantee that each sensor has the probabilityP = 0.9
to have an authenticated low-level key chain commitment before the
key chain is used. It is easy tosee that the addition of more key
chain levels does introduceadditional communication overhead.
Similarto Figure 5, Figure 6 shows smaller fraction of bandwidth
required forCDM messages when the data rateis higher. As discussed
earlier, the increase in data rate consumes more bandwidth for data
and leaves lessbandwidth for forgedCDM messages. As a result, the
requirement forCDM messages is also reduced.
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Figure 6: Bandwidth forCDM messages v.s. number of key chain
levels. Assume the number of CDMbuffers in each key chain level ism
= 40.

In the following, we give an analysis of the overheads
introduced by the DOS-tolerant multi-LevelµTESLA scheme. For
simplicity, we assume there are totallyM levels in our scheme andL
keys in eachkey chain. Thus, if the duration of each lowest-level
time interval (levelM − 1) is ∆, the duration of eachlevel i time
interval is∆i = ∆ × LM−i−1, and the maximum lifetime of the scheme
is∆ × LM .

The storage overhead in sensors is mainly due to the buffer
ofCDM messages. Each sensor has to bufferweakly authenticatedCDM
messages for the topM − 1 levels. Assuming a sensor usesm CDM
buffers,this totally requires aboutm · (M − 1) buffers. (Note that
for eachCDM message, only the disclosed keychain commitment and the
MAC need to be stored.) In addition,each sensor needs to store 1
most recentlyauthenticated key for level 0 key chain and 3 most
recently authenticated keys for each of the other levels(one for
the previous key chain because it is possible that the sensor
receives a packet which discloses a keyin the previous key chain,
another for the current key chain,and a third for the next key
chain). Thus, eachsensor needs to store3M − 2 more keys.

A base station only needs to keep the current key chain for each
level, which occupies at mostM × Lstorage space in total. This is
because a lower-level key chain can be generated directly from a
key in itsadjacent upper-level key chain, and the length of key
chain in our technique can be short enough to allowcomputation of a
key chain in real time. In contrast, in the original µTESLA scheme
[27], the base stationhas to precompute and storeLM keys to cover
the same period of time as in our scheme.

Consider the communication overhead due to theCDM messages. In
order to mitigate severe DOSattacks, the base station has to use a
fair amount of bandwidth to broadcastCDM messages, as indicatedby
Equation 3. For example, Figure 6 shows that when the fraction of
bandwidth for data packets is 0.1, thenumber of key chain levels is
3, and each sensor has 40 buffersfor eachCDM message, the base
stationneeds about 15% of the bandwidth forCDM messages.

The computational overhead in sensors is mainly due to the
authentication of disclosed keys and MACs.A sensor’s computation
for data packets is dependent on the number of data packets the
sensor receives.However, a sensor’s computation forCDM packets is
bounded by the numberm of CDM buffers, sincethe sensor has at mostm
copies of eachCDM message, and it can stop once it authenticates a
copy.

As discussed earlier, in the originalµTESLA protocol, if there
is a long delay between the receiptsof twodata packets, a sensor
has to perform a large number of pseudorandom functions in order to
authenticatethe key disclosed in the packet. In the worst case, it
has to perform aboutLM pseudo random functions if itonly receives
the first and the last packets. In contrast, with the DOS-tolerant
multi-levelµTESLA scheme,such a sensor needs to perform at mostM ×
L pseudo random functions. In general, if a sensor does not
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receive packets fornl lowest-level time intervals, the number of
pseudo random functions that it needs toperform in order to
authenticate a key received later never exceedsL × logL(nl).

It appears that the overheads in this scheme, especially
thecommunication overhead and the storageoverhead in sensors, are
not negligible. In the following, we introduce the second variation
of multi-levelµTESLA scheme that is more efficient in terms of
communicationoverhead and storage overhead in sensors.

3.6.2 Variation II: DOS-Resistant Multi-Level µTESLA

The DOS-resistant multi-levelµTESLA scheme is extended directly
from scheme V. There are multiple keychain levels, with lower-level
key chains generated from keys in the immediately higher-level key
chains.There are multiple key chains in all levels except for level
0. Among these levels, only levelM − 1 is usedto authenticate data
packets; all the other levels are used to distribute the key chain
commitments in theimmediately lower-level. EachCDM message consists
of the image of the nextCDM message under apseudo random function.
In leveli, 0 < i < M − 1, the lastCDM message in an earlier
key chain containsthe image of the firstCDM message in the
immediately next key chain. As a result, the end of a key chaindoes
not interrupt the immediate authentication of laterCDM messages in
the same level.

Similar to its two-level counter part, this scheme
requiresprecomputation to generate all the key chains ineach level
and all theCDM messages. This computation cost could be prohibitive
if thelifetime of a sensornetwork is very long. However, it may be
tolerable for relatively short-lived sensor networks. For
example,consider a three-level scheme with 100 keys in each key
chainand 100ms lowest-level time intervals. Sucha scheme can
cover105 seconds, which is about 27 hours. The precomputation
required to initialize thescheme consists of 1,010,100 pseudo
random functions to generate all the key chains, and 10,100
pseudorandom functions to generate all theCDM messages. Such
computation can be finished in several secondson a modern PC or
PDA. Thus, the precomputation can be either performed on base
stations directly, orperformed on a regular PC and then downloaded
to the base station.

The base station does not have to store all these values due
tothe low cost involved in computing pseudorandom functions. To
continue the above example, the base station may simply store the
keys for the activekey chain of each level and the images ofCDM
messages under pseudo random functions. Assume thatboth a key and
an image of a pseudo random function takes 8 bytes. Then the base
station only needs tosave about8 × 300 + 8 × 10, 100 ≈ 82
KBytes.

In general, for a DOS-resistantM -level µTESLA scheme, where
each key chain consists ofL keys, abase station needs to
precomputeL + L2 + ... + LM = L

M+1−L

L−1 keys andL + L2 + ... + LM−1 = L

M−L

L−1

CDM messages, respectively. In addition, the base station needs
to storeM × L keys andLM−1L−1 CDM

images, respectively. Additional trade-off is possible toreduce
the storage requirement (by not saving butcomputing someCDM images
when they are needed) if the base station does not havespace for
all thesekeys andCDM images.

This scheme inherits the advantage of its two-level counterpart.
That is, a sensor can get an authenticatedkey chain commitment as
long as it receives one copy of the correspondingCDM message. As we
dis-cussed in Section 3.5, this property substantially reducesthe
communication overhead introduced byCDMmessages, since the base
station only needs to send enough copies of aCDM message to make
sure thesensors have a high probability to receiveCDM messages
during normal operations, and have a high prob-ability to recover
from failures over a period of time when the sensors are under DOS
attacks. Specifically,if we would like a sensor to recover from a
failure of receiving aCDM message withinl time intervals (inthe
same level), by using the same process to get Equation 3, we have
the following equation:

Rc ≥(M − 1)(1 − Rd)(1 − m·l

√1 − P )

(M − 1)(1 − m·l√

1 − P ) + m·l√

1 − P, (4)
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whereRc is the fraction of bandwidth required forCDM messages in
all key chain levels, andRd is thefraction of bandwidth used for
data packets,m is the number ofCDM buffers in each key chain
level,andP is the desired probability that a sensor recovers from
the failure over the nextl time intervals. Itis easy to verify that
whenm and l increase, the right hand side of Equation 4 decreases,
and sodoes therequirement forRc. Moreover, a sensor may use dynamic
buffer management as discussed in Section 3.5 toarrange buffers
forCDM messages. Though aCDM message in this scheme is slightly
larger than that invariation I (by one pseudo random function image
perCDM message), the frequency ofCDM messagescan be reduced
substantially. Thus, the overall storage requirement in sensors can
be much less than that invariation I.

The computational overhead in a sensor is not as clear as in
variation I. In variation I, the number ofauthentication a sensor
needs to perform is bounded by the number ofCDM buffers. In
contrast, in thisscheme, a sensor may only need to authenticate one
copy ofCDM message if the first received message isauthentic, but
may also have to authenticate every receivedcopy of aCDM message if
no copy is authenticin the worst case.

The limitation of this variation is its scalability. It is easy
to see that the precomputation cost is linearto the number of
lowest-level time intervals. Consider a long-lived sensor network
that requires a 3-levelkey chains scheme, where each key chain
consists of 1,000 keys and the duration of each lowest-level
timeinterval is 10ms. The lifetime of this scheme is107 seconds,
which is about 116 days. Using 3-level keychains implies that the
base station needs to precompute about 1,001,001,000 pseudo random
functions tocompute the key chains and another 1,001,000 pseudo
random functions to compute the images ofCDMmessages. In addition,
the base station needs to store about3000 keys and 1,001,000 images
of pseudorandom functions, which take about 8 MBytes memory. Though
this is still feasible for typical PCs andworkstations, it may be
too expensive for base stations thatare not very resourceful.

3.6.3 Variation III: Hybrid Multi-Level µTESLA

Variation III is essentially a trade-off between the first two
variations. To make the techniques in variationII practical for
low-end base stations, we reduce the precomputation and storage
overheads by sacrificingcertain immediate authentication
capability. Specifically, we limit the precomputedCDM messages
tothe active key chain being used in each level. For a given key
chain in a particular level, the base stationcomputes the images of
theCDM messages (under the pseudo random functionH) only when the
firstkey is needed for authentication, and this computation doesnot
go beyond this key chain in this level. As aresult, theCDM message
authenticated with the last key in a key chain will not include the
image of thenextCDM message in the same level, because this
information is not available yet. The base station maysimply set
this field as NULL. For the first key chain in each level i, where0
≤ i ≤ M − 1, the image ofthe firstCDM message can be distributed
during the initialization phase.

The behavior of a sensor is still very simple. If the sensor has
an authentic image of the nextCDM mes-sage in a certain level, it
can authenticate the nextCDM message immediately after receiving
it. Otherwise,the sensor simply uses the random selection strategy
to buffer the weakly authenticated copies. To increasethe chance
that the sensors receive an authentic image of thefirst CDM message
for a key chain, the basestation may also broadcast it in data
packets.

Such a method reduces the computation and storage requirement
significantly compared with variation II.For anM -level µTESLA with
L keys in each key chain, the base station only needs to precompute
aroundM · L pseudo random functions and store(M − 1) · L images
ofCDM messages. In the earlier examplewith 3-level key chains and
1,000 keys per key chain, the basestation only needs to compute
about 3,000(instead of 1,001,001,000 in variation II) pseudo random
operations during initialization and store 2,000(instead of
1,001,000 in variation II)CDM images.
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An obvious weak point of this multi-levelµTESLA scheme is the
handover of two consecutive key chainsin the same level. Consider
two consecutive key chains in level i, wherei < M − 1. These key
chains areused to distributeCDM messages for the immediately
lower-level key chains. For all the keys except forthe last one in
each key chain, the correspondingCDM messages include an image of
the nextCDMmessage, which enables a sensor to authenticate the
nextCDM message immediately after receiving it.However, the lastCDM
message corresponding to the earlier key chain does not havean
image of the firstCDM message corresponding to the later key chain,
as discussed earlier. Thus, the firstCDM message ofthe later key
chain cannot be authenticated immediately after it is received,
though the commitment of thiskey chain can be authenticated with
the immediately upper-levelCDM message. As a result, a sensor hasto
wait for the nextCDM message to disclose the correspondingµTESLA
key in order to authenticate thefirst CDM message.

An attacker may take advantage of this opportunity to launchDOS
attacks. However, this scheme willnot perform worse than variation
I, since each sensor can always fall back the random selection
mechanismto mitigate the impact of such an attack. In addition to
the dynamic buffer management discussed in Section3.5, the base
station can also use an adaptive method to determine the frequency
ofCDM messages toimprove the resistance against DOS attacks without
substantially increasing the communication overhead.That is, the
base station may use a low frequency to send outCDM messages
corresponding to later intervalsin a key chain, and use a high
frequency for the early ones. Theanalysis performed for variation I
to decidethe desirable frequency ofCDM messages is also applicable
to variation III.

Though having less overhead than variation II, variation III
introduces more overheads into base stationsthan variation I.
Besides computing a key chain before usingit, a base station using
this variation has tocompute all the correspondingCDM messages,
since each earlierCDM message includes the image ofthe immediately
followingCDM message. The storage overhead in the base station in
this scheme is alsohigher than that in variation I due to the
storage of theseCDM messages.

Variation III introduces lower overheads in sensors than
variation I, but has higher overheads than varia-tion II. In normal
situations when a sensor has an authenticated image of the
followingCDM message, itonly needs to save one copy of thatCDM
message. A sensor’s computation and storage overheads are thesame
as in variation II. During the handover of two key chains(in the
same level), a sensor needs to increasethe number ofCDM buffers to
mitigate potential DOS attacks. This is similar to variation I.
However,unlike in variation I, a sensor using variation III can
recover to the above normal situation once it authenti-cates oneCDM
message. This is essentially the same as recovering from failures
(to receive an authenticCDM message) in variation II. As discussed
earlier, the storageoverhead in sensors is much smaller thanthat in
variation I when the sensors are allowed to recover over several
time intervals. But such overheadsin a sensor using variation III
are higher than in variation II, since such recovery processes are
“scheduled”in addition to those due to failures.

A sensor using variation III may use an adaptive approach to
saveCDM messages during handoverof key chains. Specifically, a
sensor may just save a few (or even a single copy of) of the
firstCDMmessage corresponding to a new key chain. When the nextCDM
message arrives, the sensor can thendecide whether there is an
on-going DOS attack by attemptingto authenticate the earlierCDM
message.If the earlierCDM message is authenticated, the sensor can
continue to authenticate laterCDM messageswith the corresponding
image; otherwise, the sensor can determine that there is a DOS
attack and adaptivelyincrease the number ofCDM buffers.

Consider the communication overhead in variation III introduced
byCDM messages. We can use Equa-tion 4 to determine the frequency
ofCDM messages given the fraction of bandwidth used by data
packets,the numberM of key chain levels, the numberm of CDM buffers
in each sensor, and the probabilityP thata sensor recovers from a
failure (or get the first authenticated CDM message for a key
chain) overl timeintervals. The base station may increase the
frequency of the first severalCDM messages in a key chain
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based on Equation 3 to increase their probability to be
authenticated by sensors. Thus, the communicationoverhead in
variation III is between those of variation I andvariation II.

Among these variations, variation II has a distinctive advantage
over the other two variations. Indeed,variation II can
substantially reduce the impact of DOS attacks. In order to get an
authentic key chaincommitment in aCDM message, a sensor only needs
to receive an authentic copy of this message in mostof cases, since
the sensor can immediately authenticate it.Though a sensor has to
rely on the randomselection mechanism to recover from failures, the
cost is much less than those required by variations I andIII. The
disadvantage of variation II is its precomputationand storage
overhead. Thus, if the base stationhas enough resources, variation
II should be used. Variation III sacrifices some immediate
authenticationcapability to reduce the precomputation and storage
requirements in variation II. Thus, if the base stationhas certain,
but not enough resources, variation III shouldbe used. If the base
station cannot afford theprecomputation and storage overheads
required by variation III at all, variation I can be used to
mitigate thepotential DOS attacks.

4 Multi-Level µTESLA on TinyOS

We have implemented the DOS-tolerant multi-levelµTESLA scheme on
TinyOS [16], which is an operat-ing system for networked sensors.
The software package can be downloaded on our website1. We
cannotdirectly implement the DOS-resistant multi-levelµTESLA scheme
on TinyOS due to the maximum pay-load size (29 bytes) supported by
TinyOS. It might be possible to implement the DOS-resistant
multi-levelµTESLA scheme by transmitting aCDM message over multiple
packets, or modify TinyOS to supportlarger packets; however, we do
not pursue such methods in this paper, but consider them possible
futurework.

Following [27], we implemented pseudo random functions with a
MAC, which was implemented usingthe CBC-MAC [32] with RC5 [28] as
the block cipher. Our implementation uses RC5 with 32 bit words,
12rounds, and 8 byte keys.

In our system, the number of levels, denotedMAX LEV EL, is
predetermined at the compiling time.The type of a packet, which is
either a data packet or aCDM packet, is indicated by the first byte
in thepacket.(MAX LEV EL − 1) indicates that the packet is a data
packet, while other smaller, non-negativeinteger indicates that the
packet is aCDM packet in the corresponding level.

EachCDM packet consists of the following fields: level (1 byte),
index (of time interval) (4 bytes), keychain commitment (8 bytes),
MAC (8 bytes), and disclosed key(8 bytes). Thus, the total length
of aCDMmessage is 29 bytes. Note that this is already the maximum
payload size supported by TinyOS. The DOS-resistant variation of
the multi-levelµTESLA scheme requires an additional field of image
of nextCDMmessage (8 bytes), and thus cannot be directly
accommodatedby TinyOS. Details aboutCDM as well asdata packets can
be found in Appendix B.

The architecture of the broadcast authentication system
isillustrated in Figure 7. The system consists of5 components:RC5,
CBCMAC, SecPrimitive, Sender, andReceiver. The components in the
dashed box,RC5 and CBCMAC, are directly adopted from the TinySec
package2. The SecPrimitive component, whichis developed based on
the CBCMAC component, provides security primitives, including
pseudo randomfunction, pseudo random number generator, generation
of key chains, and generation and verification ofMAC.

These components were written in nesC [12], a C-like programming
language used to develop TinyOSand its applications. All the three
components we developedare quite simple. In the current version,
the

1http://discovery.csc.ncsu.edu/software/ML-microTESL
A/.2http://www.cs.berkeley.edu/˜nks/tinysec/.
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Figure 7: The multi-levelµTESLA broadcast authentication system
on TinyOS.

Sender component has about 160 lines of source code, the
Receiver component has about 280 lines of sourcecode, and the
SecPrimitive component has about 60 lines of source code.

The Sender and the Receiver components are intended to provide
broadcast authentication s
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