


	
		×
		

	






    
        
            
                
                    
                
            

            
                
                    
                    
                        
                    
                

            

            
                                    Σύνδεση
                    Ας αρχίσουμε
                            

        

        

        
            	Travel
	Technology
	Sports
	Marketing
	Education
	Career
	Social Media


            + Εξερευνήστε όλες τις κατηγορίες
        


            














    
        
            
        

        Download - x F x u x u2U x T)] and a loss function that is integrated ...dana/MLClass/MyOpt.pdf · The Lagrange multiplier is an extra scalar variable, so the number of degrees ... Most often


        

        
            
                                    
                        

                    

                    
                        Download
                    

                            


            

                                
            


							
					Transcript

					Page 1
                        
                        

Optimal Control
 The optimal control problem can be described by introducing the systemdynamics
 x = F (x,u)
 which is assumed to start in an initial state given by
 x(0) = x0
 and has controllable parameters u
 u ∈ U
 The objective function consists of a function of the final state ψ[x(T )] and acost function (or loss function) ` that is integrated over time.
 J = ψ[x(T )] +∫ T
 0`(u,x)dt
 1
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The simplest optimization problem is depicted in Figure 1:
 minx
 F (x)
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 Figure 1: A simple case for optimization: a function of two variables has a single minimum at the point x∗.
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Constraints
 The simplest kind of constraint is an equality constraint, for example, g(x) =0. Formally this addition is stated as
 minx
 F (x) subject to G(x) = 0
 This complication can be handled by the method of Lagrange. This methodreduces the constrained problem to a new, unconstrained minimization prob-lem with additional variables. The additional variables are known as Lagrangemultipliers . To handle this problem, add g(x) to f(x) using a Lagrange mul-tiplier λ:
 F (x, λ) = F (x) + λG(x)
 The Lagrange multiplier is an extra scalar variable, so the number of degreesof freedom of the problem has increased, but the advantage is that now sim-ple, unconstrained minimization techniques can be applied to the compositefunction. The problem becomes
 minx,λ
 F (x, λ)
 Most often the equality constraint is the dynamic equations of the systemitself, x = F (x,u), and the problem is to find an optimal trajectory x(t).With this extension the problem assumes the generality of the optimal controlproblem.
 3
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There are two straightforward ways to solve the optimal control problem:(1) the method of Lagrange multipliers and (2) dynamic programming. Wehave already outlined the idea behind the Lagrange multipliers approach. Thesecond way, dynamic programming, solves the constrained problem directly.The key is the principle of optimality This remarkably elegant observationleads to a simple way of solving the optimization problem directly that worksespecially well when all the variables are discrete.
 From any point on an optimal state space tra-jectory, the remaining trajectory is optimal forthe corresponding problem initiated at thatpoint.
 4
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Minimization Algorithms
 The techniques of this chapter are all directed toward finding a local mini-mum.
 This can be done by starting from a point in the state space and makingchanges in the state vector that improve the objective function. There aretwo principal ways to do so.
 One is to try for an algebraic solution. At the minimum dfdx = 0. We can
 calculate this derivative and attempt to solve for x. For example, if f(x) isthe following quadratic function
 f(x) = 3x2 + x− 4
 taking the derivativedf
 dx= 6x+ 1 = 0
 allows the direct solution of the extremum as
 x = −1
 6
 This is a minimum becaused2f
 dx2 = 6 > 0
 5
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The Hessian
 When x is a vector, the Hessian matrix An can be used to test for a maximumor minimum.
 The Hessian can also be related to convexity. The function f(x) beingconvex is equivalent to xTAx ≥ 0 for all x 6= 0.
 Where
 An =
 fx2
 1fx1x2
 fx1x3· · ·
 fx2x1fx2
 2· · ·
 ...fxnx1
 · · · fx2n
 the condition for a minimum generalizes to a condition on the determinantof Ak, k = 1, . . . , n, that is,
 |Ak| > 0
 for all k = 1, . . . , n. Similarly, the condition for a maximum generalizes to
 (−1)k+1|Ak| < 0
 for all k = 1, . . . , n.
 6
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Gradient Minimization
 The second way of minimizing a function f(x), which is of most practicalimportance in modeling biological systems, is to solve the problem iterativelyusing the gradient. Given a starting point and the derivative at that point,we can produce a new point that is closer to the desired minimum using
 xnew = xold − ηdf(x)
 dx
 The parameter η controls the size of the change in state vector and is veryimportant. If it is too small, then the convergence to the optimum may beslow. If it is too large, then the algorithm may not converge at all.
 Ex 1: Minimizing a Quadratic As an elementary example, let’s recon-sider the problem of finding the minimum of
 f(x) = 3x2 + x− 4
 Pick a starting point of xold = 1 and a learning rate of η = 0.05.
 df
 dx= 6x+ 1
 xnew = xold − η(df
 dx
 )xold
 = 1− 0.05(7) = 0.65
 Repeating this calculation again shows that the estimate is approaching theminimum of x = −0.16667.
 xnew = xold − η(df
 dx
 )xold
 = 0.65− 0.05(4.9) = 0.405
 7

Page 8
                        
                        

Ex 2: A Single-Layered Network with Linear Activation Con-sider a single-layered network with two inputs and one output, as shown inFigure 2. The network uses a linear summation activation function thus theoutput is determined by
 y =∑k
 wkxk
 The problem is to “train” the network to produce an output y for each ofa series of input patterns xp, p = 1, . . . , n such that the error between thedesired output for each pattern, yp, p = 1, . . . , n and the actual output y isminimized.
 x1
 y
 w1
 x2
 w2
 Figure 2: A simple case for optimization: a function of one variable minimizes error. Earlier a similarnetwork was used to realize the computation of eigenvectors. There the weights for the network could beprecomputed. Here they are determined by gradient descent.
 The variables in this problem are the weights in the network. They are tobe adjusted to minimize the error. Define an error function
 E(w) =1
 2
 ∑p
 (yp − y)2
 which is the same as
 E(w) =1
 2
 ∑p
 yp −∑k
 wkxpk
 2
 8
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Ex 2 Cont.
 One way to minimize the cost function E(w) is to use gradient search. Start-ing from an initial guess use the derivative ∂E(w)
 ∂wkto successively improve the
 guess.
 wnewk = wold
 k − α∂E(w)
 ∂wkThe parameter η controls the size of the change at each step. The changes
 are discontinued when the improvements become very small. One way ofmeasuring the improvement is
 ∑k ‖wnew
 k − woldk ‖ < ε. For an appropriately
 chosen η this procedure will converge to a local minimum of E(w).Since E is a function of other variables besides w, the partial derivative is
 used in the preceding equation:
 ∂E(w)
 ∂wk= −
 ∑p
 (yp − y)xk
 This is known as the Widrow-Hoff learning rule.
 9
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The Method of Lagrange Multipliers
 Minimization is often complicated by the addition of constraints. The sim-plest kind of constraint is an equality constraint, for example, G(x) = 0.Formally this addition is stated as
 minxF (x) subject to G(x) = 0
 The method of Lagrange reduces the constrained problem to a new, un-constrained minimization problem with additional variables. The additionalvariables are known as Lagrange multipliers. To handle this problem, appendG(x) to the function F (x) using a Lagrange multiplier λ:
 F (x, λ) = F (x) + λG(x)
 The Lagrange multiplier is an extra scalar variable, so the number of degreesof freedom of the problem has increased, but the plus side is that now sim-ple, unconstrained minimization techniques can be applied to the compositefunction. The problem becomes
 minx,λ
 F (x, λ)
 10
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Ex 3: The Closest Point to a Circle Find the closest point from thepoint (2, 2) to the circle x2 + y2 = 1. That is,
 minx,y
 (x− 2)2 + (y − 2)2 subject to x2 + y2 − 1 = 0
 Solution. Append the constraint using a Lagrange multiplier
 minx,λ
 F (x, λ) = (x− 2)2 + (y − 2)2 + λ(x2 + y2 − 1)
 Now differentiate with respect to variables x, y, and λ, and set the partialderivatives equal to zero for a local extremum.
 Fx = 2(x− 2) + 2λx = 0
 Fy = 2(y − 2) + 2λy = 0
 Fλ = x2 + y2 − 1 = 0
 Solve for x and y in the first two equations in terms of λ and substitute thesesolutions into the third, (
 2
 1 + λ
 )2+
 (2
 1 + λ
 )2= 1
 λ = 2√
 2− 1
 So that finally,
 (x, y) =
 (1√2,
 1√2
 )
 11
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Interpreting Lagrange Multipliers Solving the unconstrained prob-lem with the Lagrange multipliers is equivalent to solving the constrainedproblem. To see this, consider the problem
 minx,y
 F (x, y) subject to G(x, y) = 0
 and suppose for a moment that the constraint equation could be solved sothat
 y = h(x)
 In that case y can be eliminated from F (x, y), reducing the problem to
 minxF [x, h(x)]
 which can be differentiated using the chain rule to obtain
 Fx + Fydy
 dx= 0 (1)
 Now consider moving along the curve G(x, y) = 0. Let s be a parameterthat varies with arc length so that dG
 ds = 0, or alternatively
 Gxdx
 ds+Gy
 dy
 ds= 0
 Solving for dydx and substituting into Equation 1,
 FxGy = FyGx (2)
 So this equation must hold for the constrained problem.
 12
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Lagrange Multipliers Cont. Now consider the unconstrained problemusing the Lagrange multiplier,
 F ′(x, y, λ) = F (x, y) + λG(x, y)
 Differentiating with respect to x and y yields
 Fx + λGx = 0
 andFy + λGy = 0
 Eliminating λ gives the desired result,
 FxGy = FyGx
 Thus the equation that defines the extrema in the unconstrained problemusing Lagrange multipliers is the same as Equation 2, which was obtained bysolving for the extrema in the constrained problem.
 13
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Geometric Interpretation
 Equation 2 also has a nice interpretation in terms of geometry. Rewrite it as
 FxFy
 =Gx
 Gy
 What this says is that at the extremum, the gradient must be in the samedirection as the gradient of level curves of G = constant. If this were nottrue, then one could improve F by sliding along G = 0 in the appropriatedirection. This relationship is shown in Figure 3.
 ab
 (Fx,Fy)(Gx,Gy)
 G(x,y)=0
 (Fx,Fy)= (Gx,Gy)
 Figure 3: Interpretation of the constraint obtained by using Lagrange multipliers. At the local optimumpoint (b), (Fx, Fy) = (Gx, Gy). At any other point, such as a, one can improve F by sliding along G = 0 inthe appropriate direction.
 14
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Optimal Control
 All physical systems will have a dynamics with associated parameters. So aubiquitous problem is to pick those parameters to maximize some objectivefunction.
 Formally the dynamics can be described by
 x = F (x,u)
 which starts at an initial state given by
 x(0) = x0
 and has controllable parameters u
 u ∈ U
 The objective function consists of a function of the final state ψ[x(T )] and acost function (or loss function) ` that is integrated over time.
 J = ψ[x(T )] +∫ T
 0`(u,x)dt
 We will derive two principal ways of solving this problem that are at thecore of the learning algorithms to come later.
 15
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Dynamic Programming
 The second main method of solving the optimal control problem is a directmethod that works best for discrete systems. The first step is to convert theformulation of the problem to a discrete x(k) and u(k), k = 0, . . . , N − 1.
 The dynamics are now expressed by a difference equation,
 x(k + 1) = f [x(k),u(k)]
 The initial condition is:x(0) = x0
 The allowable control is also discrete:
 u(k) ∈ U, k = 0, . . . , N
 Finally, the integral in the objective function is replaced by a sum:
 J = ψ[x(T )] +N−1∑
 0`[u(k),x(k)]
 To solve this equation directly recall that the principle of optimality statesthat from any point on an optimal trajectory, the remaining trajectory isoptimal for the corresponding problem initiated at that point. A way ofusing this principle is to start at one time step just before the end, that is, atk = N − 1, and calculate the best control for each possible state x(k). Oncethis calculation has been done, back up one step to k = N − 2. The principlestates that the steps from k = N − 1 should be part of the solution so thatthey can be utilized in building the optimal solution from step N − 2. Alongthe way, partial results of what is the best thing to do must be kept for everypoint in the state space that is examined. Let us let V (x, k) keep track ofthese partial results.
 Now it’s easy to see that at the end,
 V (x, N) = ψ[x(N)]
 16
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One step back,
 V (x, N − 1) = maxu∈U{`[u(N − 1),x(N − 1)] + ψ[x(N)]}
 And in general, for k < N − 1,
 V (x, k − 1) = maxu∈U{`[u(k − 1),x(k − 1)] + V [x(k), k]}, k = 0, . . . , N
 These equations are elegant in their simplicity but suffer from the “curseof dimensionality,” in that as the state space increases in size, the amount ofmemory needed for V increases as Md, where M is the discretization usedfor each state variable and d is the dimension of the space. The extent ofthe calculations can be appreciated by consulting Figure 4. The first passin dynamic programming is the calculation of the objective function or valueV (x, k) for each point in the state space and for each discrete time, fromk = 1, . . . , T . The top part of this figure shows the calculations proceedingbackward in time. From the penultimate state you can try out all the possiblecontrols and pick the one that best maximizes V [x(k − 1), k − 1]. Next thecalculations are repeated for the state space at k − 2 and so on, back tothe initial time k = 0. Along the way the values of u that maximize V aresaved. Next, at time k = 0, the recovery of the best control starts with therecovery of the best control for the particular initial condition x(0). That ugenerates the state x(1), and the best control from that state is recovered.The recovery of the trajectory proceeds until the final time is reached, asshown in the lower part of the figure.
 17
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x(T)x(T-1)
 V(xk,T)
 V(xk+1,T)
 V(xk+2,T)
 V(xk+3,T)
 V(xk+4,T)
 u0
 u1
 u2
 u3
 u4
 V(xk+2,T-1)=
 maxu[ l(x,u)+V(x,T) ]
 x(0)
 x(T)x(T-1)
 V(xk+1,T)
 x(0) x(1)
 x(0)
 x(1)
 Figure 4: The basic computations in dynamic programming can be seen as a stage-wise process that starts atthe terminal time and proceeds back to the initial time. (upper) The computation of the value for each nodein the state space. During this calculation the control that produces the best value is also saved. (lower) Atthe end of the calculation, the remembered best controls can be used to recover the state space trajectory.
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Ex 5: The Cart Revisited Consider a discrete version of the cartproblem where the state equations are given by
 x(k + 1) = x(k) + v(k)
 v(k + 1) = v(k) + u(k)
 and the cost function is
 J = x(T )−T−1∑
 0
 u(k)2
 2
 with T = 9 and N = 9.The results are shown in Figure 5a–c. Note that the different form of the
 dynamic equations results in a solution that is slightly different from the onefound analytically using the Hamiltonian. However, the qualitative featuresof the solution are the same: Accelerate the cart at the beginning and thenback off at the end.
 Remember that what we have been calling the state vector, x, here for thecart example is actually composed of position and velocity, so that
 x(k) = (x(k), v(k))
 19
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 Figure 5: The optimal solution found by dynamic programming: (a) acceleration profile; (b) velocity profile;(c) distance profile.
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The Euler-Lagrange Method
 The goal of this section is to determine the conditions for the control tomaximize the objective function J .
 maxu
 J subject to the constraint x = F (x,u)
 The strategy will be to assume that u maximizes J and then use this assump-tion to derive other conditions for a maximum. These arguments depend onmaking a perturbation in u and seeing what happens. Since u affects x, thecalculations become a little involved, but the argument is just a matter ofcareful bookkeeping. The main trick is to add additional terms to J thatsum to zero. Let’s start by appending the dynamic equation to J as before,but this time using continuous Lagrange multipliers λ(t):
 J = J −∫ T
 0λT [x− F (x,u)]dt
 Anticipating what is about to happen, we define the Hamiltonian H(λ,x,u)as
 H(λ,x,u) ≡ λT [F (x,u)] + `(x,u)
 so that the expression for J becomes
 J = ψ[x(T )] +∫ T
 0[H(λ,x,u)− λT x]dt
 21
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Now let’s examine the effects of a small change in u, as shown in Figure 6on J , just keeping track of the change δJ :
 δJ = ψ[x(T )+δx(T )]−ψ[x(T )]+∫ T
 0[H(λ,x+δx,v)−H(λ,x,u)−λT δx]dt
 v
 u
 t
 t
 u,v
 x
 Figure 6: The maximum condition for u(t) can be developed by studying a small perturbation about atrajectory that is assumed optimal.
 22
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Using the expression for integration by parts for∫λT δxdt:∫ T
 0λT δx dt = λT (T )δx(T )− λT (0)δx(0)−
 ∫ T0λTδx dt
 Now substitute this into the expression for δJ ,
 δJ = ψ[x(T ) + δx(T )]− ψ[x(T )]− λ(T )T δx(T )
 +∫ T
 0[H(λ,x+ δx,v)−H(λ,x,u) + λ
 Tδx]dt
 Now concentrate just on the first two terms in the integral:∫ T0
 [H(λ,x+ δx,v)−H(λ,x,u)]dt
 First add and subtract H(λ,x,v):
 =∫ T
 0[H(λ,x+ δx,v)−H(λ,x,v) +H(λ,x,v)−H(λ,x,u)]dt
 Next expand the first term inside the integral in a Taylor series and neglectterms above first order,
 ∼=∫ T
 0(Hx(λ,x,v)T δx+H(λ,x,v)−H(λ,x,u))dt
 where Hx is the partial ∂H∂x , which is
 Hx1
 ...Hxn
 23

Page 24
                        
                        

Now add and subtract Hx(λ,x,u)T δx:
 =∫ T0{Hx(λ,x,u)T δx+[Hx(λ,x,v)−Hx(λ,x,u)]T δx+H(λ,x,v)−H(λ,x,u)}dt
 The term [Hx(λ,x,v)−Hx(λ,x,u)]T δx can be neglected because it is theproduct of two small terms, [Hx(λ,x,v)−Hx(λ,x,u)] and δx, and thus isa second-order term. Thus
 ∼=∫ T
 0(Hx(λ,x,u)δx+H(λ,x,v)−H(λ,x,u))dt
 Finally, substitute this expression back into the original equation for δJ ,yielding
 δJ ∼= {ψx[x(T )]− λT (T )}δx(T )
 +∫ T
 0[Hx(λ,x,u) + λ
 T]δx dt
 +∫ T
 0[H(λ,x,v)−H(λ,x,u)]dt
 Since we have the freedom to pick λ, just to make matters simpler, pick it sothat the first integral vanishes:
 −λT = Hx(λ,x,u)
 λT (T ) = ψx[x(T )]
 24
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Now all δJ has left is
 δJ =∫ T
 0[H(λ,x,v)−H(λ,x,u)]dt
 From this equation it follows that the optimal control u∗ must be such that
 H(λ,x,u∗) ≥ H(λ,x,u), u ∈ U (3)
 To see this point, suppose that it were not true, that is, that for some intervalof time there was a v ∈ U such that
 H(λ,x,v) ≥ H(λ,x,u∗)
 This assumption would mean that you could adjust the integral so that theperturbation δJ is positive, contradicting the original assumption that J ismaximimized by u∗. Therefore Equation 3 must hold.
 25
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Conditions for Optimality
 ,
 In addition to the dynamic equations
 x = f(x,u)
 and associated initial condition
 x(0) = x0
 the Lagrange multipliers also must obey a constraint equation
 −λT = Hx
 that has a final condition
 λT (T ) = ψx[x(T )]
 The equation for λ is known as the adjoint equation. In addition, for all t,the optimal control u is such that
 H[λ(t),x(t),v] ≤ H[λ(t),x(t),u(t)]
 where H is the Hamiltonian
 H = λTf(x,u) + `(x,u)
 26
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Ex 4: Accelerating a Cart Consider the one-dimensional problem ofaccelerating a cart on a track, as shown in Figure 7. The problem is to picka control law u(t) that will get the cart as far as possible down the track attime T , but at the same time avoid costly accelerations.
 u
 Figure 7: A cart on a one-dimensional track. The position on the track is given by x(t). The cart is controlledby an acceleration u(t).
 The dynamic equation is
 x = −x+ u(t)
 with initial conditionsx(0) = 0
 x(0) = 0
 The cost functional
 J = x(T )− 1
 2
 ∫ T0u2(t)dt
 captures the desire to maximize the distance traveled in time T and at thesame time penalize excessive accelerations.
 Using the transformation of Section 5.2.1, the state variables x1 and x2 aredefined by x1
 x2
 =
 x2
 −x2 + u
 x1(0) = x2(0) = 0
 J = x1(T )− 1
 2
 ∫ T0u2dt
 The Hamiltonian is given by
 H = λ1x2 − λ2x2 + λ2u−1
 2u2
 27
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Differentiating this equation allows the determination of the adjoint systemas
 −λ1 =∂H
 ∂x1= 0
 −λ2 =∂H
 ∂x2= λ1 − λ2
 and its final condition can be determined from
 ψ = x1(T )
 λ(T ) = ψx(T ) =
 10
 The simple form of the adjoint equations allows their direct solution. For λ1,
 λ1 = const = 1
 For λ2,we could use Laplace transform methods, but they have not beendiscussed, so lets make the incredible lucky guess:
 λ2 = 1− et−T
 For a maximum differentiate H with respect to u,
 ∂H
 ∂u= 0⇒ λ2 − u = 0
 u = λ2 = 1− et−T
 So the optimal control is to start off with an acceleration of magnitude 1−e−Tand then decrease it to 0 using the schedule presented here.
 28
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Linear System with Noise Up until now the state vector has beennoiseless, but in any realistic case the state vector will be corrupted withnoise. An especially elegant way of dealing with noise occurs when the systemis linear. Suppose that the dynamic equation is given by
 x = Wx+ µ
 wherex(0) = x0
 and where µ is a noise vector with parameters
 E[µ] = 0 and E[µµT ] = Q
 In other words, the state vector evolves from an initial condition and hasnoise added to it. The problem is to come up with an optimal estimate ofthe state that includes x and µ. How should we make this estimate? Thestate itself cannot be measured directly. Instead it is accessible through ameasurement equation
 z = x+ ν
 where ν is a noise vector with parameters
 E[ν] = 0 and E[ννT ] = R
 Thus one can only estimate the state. Lets call this estimate x(t). Thecovariance of the error in the estimate is then
 P (t) = E[(x(t)− x(t))T (x− x(t))]
 and we will asume P (0) is known.Given an initial estimate x(0) we would like it to be close to the initial
 state, so [x(0)−x(0)]T [x(0)−x(0)] is a good measure. Similarly for the noiseµ and measurements z we can use error metrics µTµ and (z − x)T (z − x),respectively. The only additional wrinkle is to weight these measurements bythe inverse of the covariance matrix. This step has the effect of making the
 29
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term cost less when its component is noisy. Thus the objective function isgiven by
 J = [x(0)− x(0)]TP−10 [x(0)− x(0)]
 +∫ T
 0[µTQ−1µ+ (z − x)TR−1(z − x)]dt
 The solution to this problem can be obtained from the optimality condi-tions. Where the Hamiltonian H is given by
 H = λT (Wx+ µ) + µTQ−1µ+ (z − x)TR−1(z − x)
 differentiating with respect to λ results in the dynamic equation
 x = Wx+ µ (4)
 Differentiating with respect to x results in
 −λ = R−1(z − x) +W Tλ (5)
 with final conditionλ(T ) = 0
 And finally, differentiating with respect to µ gives
 µ = Qλ (6)
 To solve this problem, postulate that the solution has the form
 x = x+ Pλ
 with initial conditionx(0) = x(0)− P (0)λ(0)
 Differentiating this equation with respect to time and using Equations 4, 5,and 6 results in
 − ˙x+W x+ PR−1(z − x)
 = [−P +WP + PW T +Q− PR−1P ]λ
 30
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Since both sides of the equation are independent, they must be independentlyzero, that is,
 ˙x = W x+ PR−1(z − x) with x(0) = x0 (7)
 and
 P = WP + PW T +Q− PR−1P with P (0) = P0 (8)
 Equation 8 is known as the Ricatti equation.Thus the optimal estimate of the state can be obtained by first solving the
 Ricatti equation to get P (t) and then using it to solve Equation 7.
 31
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