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ECE 534: Elements of Information Theory, Fall 2010Homework 7Solutions – all by Kenneth Palacio BausOctober 24, 2010
 1. Problem 7.23. Binary multiplier channel
 (a) Consider the channel Y = XZ, where X and Z are independent binary randomvariables that take on values 0 and 1. Z is Bernoulli(α) [i.e., P (Z = 1) = α]. Findthe capacity of this channel and the maximizing distribution on X.
 X Z Y
 0 0 00 1 01 0 01 1 1
 Table 1: Possibles values for Y = XZ.
 Define the distribution of X as follows:
 p(x) ={
 0, 1− p1, p
 Then, we have the following distribution for Y:
 p(y) ={
 0, 1− pα1, pα
 So, we can compute the capacity as:
 C = maxdistI(X;Y ) (1)= H(Y )−H(Y |X) (2)= H(pα)− [P [X = 0]H(Y |X = 0) + P [X = 1]H(Y |X = 1)] (3)= H(pα)− pH(α) (4)
 Since, H(Y |X = 0) = 0 and H(Y |X = 1) = H(Z) = H(α).
 1
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Now, we need to find the parameter p which maximizes the mutual information. We take theapproach of the derivative equaled to zero.
 C = H(pα)− pH(α) (5)= −pα log2 pα− (1− pα)− log2(1− pα)− pH(α) (6)
 0 =d
 dp(−pα log2 pα− (1− pα)− log2(1− pα)− pH(α)) (7)
 = −α log2 pα− α log2 (e) + α log2 (1− pα) + α log2 (e)−H(α) (8)= −α log2 pα+ α log2 (1− pα)−H(α) (9)
 H(α) = −α (log2 pα− log2 (1− pα)) (10)
 2H(α)−α = 2log2 ( pα
 (1−pα)) (11)
 pα = (1− pα)2−H(α)α (12)
 αp(
 1 + 2−H(α)α
 )= 2−
 H(α)α (13)
 We obtain:
 p =2−
 H(α)α
 (1 + 2−H(α)α )α
 (14)
 =1
 (2H(α)α + 1)α
 (15)
 Then, we can compute the capacity:
 C = H(pα)− pH(α) (16)
 = H
 (1
 (2H(α)α + 1)
 )− 1
 (2H(α)α + 1)α
 H(α) (17)
 (b) Now suppose that the receiver can observe Z as well as Y. What is thecapacity?
 If we observe Z and Y , the expression for the capacity is:
 C = maxdistI(X;Y,Z) (18)
 I(X;Y,Z) = I(X;Z) + I(X;Y |Z) (19)
 I(X;Z) = 0 since they are independent.
 I(X;Y |Z) = H(Y |Z)−H(Y |X,Z) (20)
 2
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H(Y |X,Z) = 0 since given X and Z, there is no uncertainty in Y .
 I(X;Y |Z) = H(Y |Z) (21)= P (Z = 0)H(Y |Z = 0) + P (Z = 1)H(Y |Z = 1) (22)= P (Z = 1)H(Y |Z = 1) (23)= αH(X) (24)= αH(p) (25)
 Then the capacity:
 C = maxdistI(X;Y,Z) (26)= maxdistαH(p) (27)= α (28)
 Since, the distribution that maximizes the H(p) is obtained for p = 1/2.
 3
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2. Problem 7.28. Choice of channels. Find the capacity C of the union of two channels(X1, p1(y1|x1), Y1) and (X2, p2(y2|x2), Y2), where at each time, one can send a symbol overchannel 1 or channel 2 but not both. Assume that the output alphabets are distinct and donot intersect.
 (a) Show that 2C = 2C1 + 2C2 . Thus, 2C is the effective alphabet size of a channelwith capacity C.
 Solution:
 In this communication system we can choose between two sub-channels with a certain prob-ability, lets call it λ. We can define a Bernoulli(λ) random variable:
 Q ={
 1, use sub-channel 1 with probability λ2, use sub-channel 2 with probability 1− λ
 So, we can see the input of the channel as X = (Q,XQ). We also have that since Y1 and Y2
 don’t intersect, Q = f(Y ), so we can do:
 I(X;Y,Q) = I(XQ, Q;Y,Q) (29)= I(Y,Q;Q) + I(Y,Q;XQ|Q) (30)= I(Q;Q) + I(Q;Y |Q) + I(Y ;XQ|Q) (31)= H(Q)−H(Q|Q) +H(Q|Q)−H(Q|Y,Q) + I(Y ;XQ|Q) (32)= H(Q) + I(Y ;XQ|Q) (33)= H(λ) + λI(Y ;XQ|Q = 1) + (1− λ)I(Y ;XQ|Q = 2) (34)= H(λ) + λ(Y1;X1) + (1− λ)I(Y2;X2) (35)
 Capacity follows from the mutual information:
 C = maxdist:λλC1 + (1− λ)C2 +H(λ) (36)
 We can find the λ which maximizes the capacity:
 0 =d
 dλ(λC1 + (1− λ)C2 +H(λ)) (37)
 = C1 − C2 +d
 dλ(−λ log2 (λ)− (1− λ) log2 (1− λ)) (38)
 = C1 − C2 − log2 (λ) + log2 (1− λ) (39)
 C1 − C2 = log2 (λ
 1− λ) (40)
 2C1−C2 =λ
 1− λ (41)
 We obtain λ:
 λ =2C1−C2
 1 + 2C1−C2(42)
 =1
 1 + 2C2−C1(43)
 4
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Now we can compute the capacity:
 C = λC1 + (1− λ)C2 +H(λ) (44)= λC1 + C2 − λC2 +H(λ) (45)= λ(C1 − C2) + C2 − λ log2 (λ)− (1− λ) log2 (1− λ) (46)
 = − (C2 − C1)1 + 2C2−C1
 +log2 (1 + 2C2−C1)
 1 + 2C2−C1+(
 2C2−C1
 1 + 2C2−C1
 )(log2 (1 + 2C2−C1)− log2 2C2−C1
 )+ C2
 (47)
 = − (C2 − C1)1 + 2C2−C1
 + log2 (1 + 2C2−C1)− (C2 − C1)2C2−C1
 1 + 2C2−C1+ C2 (48)
 = −(C2 − C1) + log2 (1 + 2C2−C1) + C2 (49)
 2C = 2C1(2C2−C1 + 1) (50)
 = 2C2 + 2C1 (51)
 So we can conclude that:
 C = log2 (2C1 + 2C2) (52)
 (b) Compare with Problem 2.10 where 2H = 2H1 + 2H2, and interpret part (a) interms of the effective number of noise-free symbols.
 From part (a), we know that 2C is the effective alphabet size of a channel with capacity C,where “effective” means the noiseless symbols, then from the expression we can deduce that2C1 and 2C2 relate to the same concept for their corresponding sub-channels.
 (c) Use the above result to calculate the capacity of the following channel.
 Here we have a BSC and a noiseless binary channel. So, we have C1 = 1 − H(p) bits, andC2 = 1 bit.
 5
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Hence:
 C = log2 (2C1 + 2C2) (53)
 = log2 (21−H(p) + 21) (54)
 3. Problem 7.31. Source and channel. We wish to encode a Bernoulli(α) process V1, V2, ... fortransmission over a binary symmetric channel with crossover probability p.
 Find conditions on α and p so that the probability of error P (V̂ n 6= V n) can be made to goto zero as n→∞.
 Solution:
 For a Bernoulli process, we have a sequence of binary random variables which are identicaland independent. Given Eq. 7.150 in textbook, we know that “we can transmit a stationaryergodic source over a channel if an only if tis entropy rate is less than the capacity of thechannel”:
 H(V) < C (55)
 So, we compute the entropy rate for V1, V2, ... i.i.d. random variables:
 H(V) = limn→∞1nH(V1, V2, ..., Vn) (56)
 = limn→∞1nnH(V1) (57)
 = H(V1) = H(α) (58)
 Now, considering that we have a BSC with capacity CBSC = 1−H(p) we obtain:
 H(V) < CBSC (59)H(α) < 1−H(p) (60)
 6
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4. Problem 8.1. Differential entropy. Evaluate the differential entropy h(X) = −∫f ln f for
 the following:
 (a) The exponential density, f(x) = λe−λx, x ≥ 0.
 h(x) = −∫ ∞
 0λe−λx ln (λe−λx)dx (61)
 = −∫ ∞
 0λe−λx(ln (λ)− λx)dx (62)
 = − ln (λ)∫ ∞
 0λe−λxdx+
 ∫ ∞
 0λ2xe−λxdx (63)
 =(
 ln (λ)(e−λx))∞
 0+(
 (1 + λx)e−λx)∞
 0(64)
 = − ln (λ) + 1 (65)
 This result is given in nats, since we are using the natural logarithm. It can be convertedinto bits as following: Hb(X) = (logb a)Ha(X).
 h(x) = − ln (λ) + 1 (66)= log2(e)(1− ln (λ)) (67)= log2(e)− log2(e) ln (λ)) (68)
 = log2(e)− log2(e)log2 (λ)log2(e)
 (69)
 = log2(e)− log2(λ) (70)
 (b) The Laplace density, f(x) = 12λe−λ|x|.
 h(X) = −∫ ∞
 −∞
 12λe−λ|x| ln (
 12λe−λ|x|)dx (71)
 = −∫ ∞
 −∞
 12λe−λ|x|(ln (
 12λ)− λ|x|)dx (72)
 = −∫ ∞
 −∞
 12λe−λ|x|(ln (
 12λ)− λ|x|)dx (73)
 = −∫ ∞
 −∞
 12λe−λ|x| ln (
 12λ)dx+
 ∫ ∞
 −∞
 12λe−λ|x|λ|x|dx (74)
 =12
 ln (12λ)∫ ∞
 −∞−λe−λ|x|dx+
 12
 ∫ ∞
 −∞λ2|x|e−λ|x|dx (75)
 7
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Solving the integrals:
 ∫ ∞
 −∞−λe−λ|x|dx =
 ∫ 0
 −∞−λe−λ(−x)dx+
 ∫ ∞
 0−λe−λ(x)dx (76)
 =(−eλx
 )0
 −∞+(e−λx
 )∞0
 (77)
 = −1− 1 = −2 (78)
 ∫ ∞
 −∞λ2|x|e−λ|x|dx =
 ∫ 0
 −∞λ2(−x)eλxdx+
 ∫ ∞
 0λ2(x)e−λxdx (79)
 =(
 (1− λx)e(λx))0
 −∞
 ((1 + λx)e(−λx)
 )∞0
 (80)
 = 1 + 1 = 2 (81)
 Then,
 h(X) =12
 ln (12λ)∫ ∞
 −∞−λe−λ|x|dx+
 12
 ∫ ∞
 −∞λ2|x|e−λ|x|dx (82)
 =12
 ln (12λ)(−2) +
 12
 (2) (83)
 = − ln (12λ) + 1 (84)
 As in part (a), this result is in nats, we can convert this results into bits using the sameprocedure as before:
 h(x) = 1− ln (12λ) (85)
 = log2(e)(1− ln (12λ)) (86)
 = log2(e)− log2(e) ln (12λ)) (87)
 = log2(e)− log2(e)log2 (1
 2λ)log2(e)
 (88)
 = log2(e)− log2(12λ) (89)
 (c) The sum of X1 and X2, where X1 and X2 are independent normal randomvariables with means µi and variances σ2
 i , i = 1, 2.
 We have variables: X1 → N(µ1, σ21) and X2 → N(µ2, σ
 22).
 Then we obtain the Gaussian random variable:
 X1 +X2 → N(µ1 + µ2, σ21 + σ2
 2)
 8
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The differential entropy for a Gaussian random variable is given by:
 h(X1 +X2) =12
 log2 (2πe(σ21 + σ2
 2))
 Since, the mean does not affect the distribution of a Gaussian random variable.
 5. Problem 8.3. Uniformly distributed noise. Let the input random variable X to a channelbe uniformly distributed over the interval −1/2 ≤ x ≤ 1/2. Let the output of the channelbe Y = X + Z, where the noise random variable is uniformly distributed over the interval−a/2 ≤ z ≤ +a/2.
 (a) Find I(X;Y ) as a function of a.
 I(X;Y ) = H(Y )−H(Y |X) (90)= H(Y )−H(Z) (91)
 First we have that H(Y |X) = H(Z) = ln (a).
 Then, we need to compute H(Y). Since Y = X+Z, we know that the distribution of the sumof two random variables is given by the convolution of their pdfs.
 For a < 1 we have:
 fY (y) =
 1a(y + (a+1)
 2 ), −(a+1)2 ≤ y ≤ (a−1)
 2
 1, (a−1)2 ≤ y ≤ (1−a)
 21a(−y + (a+1)
 2 ), (1−a)2 ≤ y ≤ (a+1)
 2
 So, to compute H(Y ), we can observe the pdf and see that it can be divided in two parts, onecorresponds to a uniform distribution for a given probability (i.e. λ) and two small trianglesthat form a triangular distribution with probability (1 − λ). From this observation we canlater use tables (for instance: http://en.wikipedia.org/wiki/Differential entropy) to computethe differential entropy of a particular continuous distribution.
 9
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So, we can see Y as two disjoint random variables Y1 and Y2 which happen to be Y dependingon a certain probability. Y1 can be assigned to the uniform part, and Y2 to the triangularpart of the total distribution.
 Y ={Y1, with probability λY2, with probability 1− λ
 The next step is to define a Bernoulli(λ) random variable θ = f(Y ) which comes from thebehavior of random variable Y as follows:
 θ = f(Y ) ={
 1, if Y = Y1
 2, if Y = Y2
 Then, we can compute H(Y ). This definition for H(Y ) will be used from now and so onsolving this problem.So, we do:
 H(Y ) = H(Y, f(Y )) = H(Y, θ) (92)= H(θ) +H(Y |θ) (93)= H(λ) + P [θ = 1]H(Y |θ = 1) + P [θ = 2]H(Y |θ = 2) (94)= H(λ) + λH(Y1) + (1− λ)H(Y2) (95)
 Now we compute λ:
 λ =∫ 1−a
 2
 a−12
 1dx (96)
 = 1− a (97)
 This means that Y adopts a uniform distribution with probability λ = 1− a.
 Now we use H(Y ) = H(λ) + λH(Y1) + (1− λ)H(Y2) to obtain H(Y ). From tables we knowthat differential entropy of a triangle distribution is given by 1
 2 +ln ( b−a2 ). Where b−a definesthe base of the triangle.
 10
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Hence the mutual information I(X;Y ) is,
 I(X;Y ) = H(Y )−H(Y |X) (98)= H(Y )−H(Z) (99)
 = H(λ) + λ
 Uniform︷ ︸︸ ︷H(Y1) +(1− λ)
 triangular︷ ︸︸ ︷H(Y2) −H(Z) (100)
 = −λ ln (λ)− (1− λ) ln (1− λ) + λ ln (1− a
 2− a− 1
 2) + (1− λ)(
 12
 + ln (a))−H(Z)
 (101)
 = −(1− a) ln (1− a)− (a) ln (a) + (1− a) ln (1− a) + (a)(12
 + ln (a))− ln(a)
 (102)
 = (a)12− ln(a) (103)
 For a > 1 we have:
 fY (y) =
 1a(y + (a+1)
 2 ), −(a+1)2 ≤ y ≤ (1−a)
 21a ,
 (1−a)2 ≤ y ≤ (a−1)
 21a(−y + (a+1)
 2 ), (a−1)2 ≤ y ≤ (a+1)
 2
 11

Page 12
                        

Here, we proceed the same way as before. Then the first step is to compute λ:
 λ =∫ a−1
 2
 1−a2
 1dx (104)
 =a− 1a
 (105)
 So: 1− λ = 1a .
 Then H(Y ):
 H(Y ) = H(λ) + λ
 Uniform︷ ︸︸ ︷H(Y1) +(1− λ)
 triangular︷ ︸︸ ︷H(Y2) (106)
 = −λ ln (λ)− (1− λ) ln (1− λ) + λ ln (a− 1
 2− 1− a
 2) + (1− λ)(
 12
 + ln (1)) (107)
 = −a− 1a
 ln (a− 1a
 )− 1a
 ln (1a
 ) +−a− 1a
 ln (a− 1) +12a
 (108)
 = −1a
 ln (1a
 ) +a− 1a
 (ln (a− 1)− ln (
 a− 1a
 ))
 +12a
 (109)
 =1a
 ln (a) +a− 1a
 ln (a) +12a
 (110)
 = ln (a) +12a
 (111)
 We can compute now the mutual information:
 I(X;Y ) = H(Y )−H(Y |X) (112)= H(Y )−H(Z) (113)
 = ln (a) +12a− ln(a) (114)
 =12a
 (115)
 12
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For a = 1 we have:
 fY (y) ={y + 1, −1 ≤ y ≤ 0−y + 1, 0 ≤ y ≤ 1
 Here, H(Y ) = 12 + ln (1) = 1
 2 is easy to compute since we just have a triangular distribution.Thus we can compute now the mutual information:
 I(X;Y ) = H(Y )−H(Y |X) (116)= H(Y )−H(Z) (117)
 =12− ln(a) (118)
 =12
 (119)
 So, we can now define the mutual information as follows:
 I(X;Y ) =
 a2 − ln (a), 0 < a < 112 , a = 112a , a > 1
 13
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(b) For a = 1 find the capacity of the channel when the input X is peak-limited;that is, the range of X is limited to −1/2 ≤ x ≤ 1/2. What probability distributionon X maximizes the mutual information I (X; Y)?
 We have that for a = 1, h(Z) = 0, hence:
 I(X;Y ) = h(Y ) (120)
 By definition Y = X +Z, the distribution of Y is given by a convolution between the pdfs ofX and Z. Both distributions are limited to the interval [−1
 2 ,12 ], so the pdf of Y will be bounded
 by the interval [−1, 1]. In order to maximize the entropy, we need variable X assuming valuesx = ±1 with probabilities 0.5. This way h(Y ) = 1.
 (c) (Optional – from textbook) Find the capacity of the channel for all values ofa, again assuming that the range of X is limited to −1/2 ≤ x ≤ 1/2.
 Di!erential Entropy 205
 and for a > 1 the density for Y is
 pY (y) =
 !"#"$
 y + (a + 1)/2 !(a + 1)/2 " y " !(a! 1)/21/a !(a! 1)/2 " y " +(a! 1)/2!y ! (a + 1)/2 +(a! 1)/2 " y " +(a + 1)/2
 (When a = 1, the density of Y is triangular over the interval [!1,+1] .)
 (a) We use the identity I(X;Y ) = h(Y ) ! h(Y |X) . It is easy to compute h(Y )directly, but it is even easier to use the grouping property of entropy. First supposethat a < 1 . With probability 1 ! a , the output Y is conditionally uniformlydistributed in the interval [!(1 ! a)/2,+(1 ! a)/2] ; whereas with probability a ,Y has a split triangular density where the base of the triangle has width a .
 h(Y ) = H(a) + (1! a) ln(1! a) + a(12
 + ln a)
 = !a ln a! (1! a) ln(1! a) + (1! a) ln(1! a) +a
 2+ a ln a =
 a
 2nats.
 If a > 1 the trapezoidal density of Y can be scaled by a factor a , which yieldsh(Y ) = lna+1/2a . Given any value of x , the output Y is conditionally uniformlydistributed over an interval of length a , so the conditional di!erential entropy innats is h(Y |X) = h(Z) = ln a for all a > 0 . Therefore the mutual information innats is
 I(X;Y ) =
 %a/2! ln a if a " 11/2a if a # 0 .
 As expected, I(X;Y )$% as a$ 0 and I(X;Y )$ 0 as a$% .(b) As usual with additive noise, we can express I(X;Y ) in terms of h(Y ) and h(Z) :
 I(X;Y ) = h(Y )! h(Y |X) = h(Y )! h(Z) .
 Since both X and Z are limited to the interval [!1/2,+1/2] , their sum Y islimited to the interval [!1,+1] . The di!erential entropy of Y is at most that ofa random variable uniformly distributed on that interval; that is, h(Y ) " 1 . Thismaximum entropy can be achieved if the input X takes on its extreme values x =±1 each with probability 1/2. In this case, I(X;Y ) = h(Y )! h(Z) = 1! 0 = 1.Decoding for this channel is quite simple:
 X̂ =
 %!1/2 if y < 0+1/2 if y # 0 .
 This coding scheme transmits one bit per channel use with zero error probability.(Only a received value y = 0 is ambiguous, and this occurs with probability 0.)
 (c) When a is of the form 1/m for m = 2, 3, . . . , we can achieve the maximumpossible value I(X;Y ) = log m when X is uniformly distributed over the discretepoints {!1,!1+2/(m!1), . . . ,+1!2/(m!1),+1} . In this case Y has a uniformprobability density on the interval [!1!1/(m!1),+1+1/(m!1)] . Other valuesof a are left as an exercise.
 14
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