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SUPPORT VARIETIES FOR HECKE ALGEBRAS
 DANIEL K. NAKANO AND ZIQING XIANG
 Abstract. Let Hq(d) be the Iwahori-Hecke algebra for the symmetric group, Σd, where qis a primitive lth root of unity. In this paper we develop a theory of support varieties whichdetects natural homological properties such as the complexity of modules. The theory theauthors develop has a canonical description in an affine space where computations aretractable. The ideas involve the interplay with the computation of the cohomology ringdue to Benson, Erdmann and Mikaelian, the theory of vertices due to Dipper and Du,and branching results for cohomology by Hemmer and Nakano. Calculations of supportvarieties and vertices are presented for permutation, Young and classes of Specht modules.Furthermore, a discussion of how the authors’ results can be extended to other Heckealgebras for other classical groups is presented at the end of the paper.
 1. Introduction
 1.1. Support varieties have been developed in a variety of contexts that involve categorieswhich are Frobenius (i.e., where injectivity and projectivity are equivalent) and have amonoidal tensor structure. The monoidal tensor structure generally arises from a Hopfstructure on an underlying algebra. Examples of such categories include modules for fi-nite group schemes, quantum groups and Lie superalgebras (cf. [FP1, FP2] [FPe], [NPal],[BNPP]). More recently, the key properties of support varieties have be used to create ax-iomatic support theory and tensor triangular geometry. Very little is known about extract-ing geometric properties from Frobenius categories where there is no underlying coproduct.
 In this paper we will develop a support variety theory for the Iwahori-Hecke algebra forthe symmetric group (i.e., type A), and for Hecke algebras for other classical groups. Ingeneral, the module category for Hecke algebras lacks a tensor structure. This presentsmajor difficulties in executing important constructions. Our modified theory of supportvarieties differs from approaches proposed using the Hochschild cohomology (cf. [L]). Inthose contexts, varieties can be defined, however it is not clear how (i) these varieties canbe computed and (ii) how they can be used in the general theory. It is anticipated that ourmethods along with several recent developments in extending the theory in type A to otherWeyl groups (cf. [DPS2, DPS3]) might lead to a general finite generation results entailingthe cohomology ring and the creation of a general theory of supports with realizations forarbitrary Hecke algebras.
 Date: August 2018.1991 Mathematics Subject Classification. Primary 20C30.Research of the first author was supported in part by NSF grant DMS-1701768.Research of the second author was supported in part by NSF RTG grant DMS-1344994.
 1
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2 DANIEL K. NAKANO AND ZIQING XIANG
 1.2. The paper is organized as follows. In Section 2, we introduce the conventions andnotation that will be used throughout the paper. The following section, Section 3, providesthe definition and details of the results on transfer and its relationship to cohomology. InSection 4, using the explicit description of the cohomology ring Rd := H•(Hq(d),C) due toBenson, Erdmann and Mikaelian [BEM] we show that (i) Rλ := H•(Hq(λ),C) is finitely-generated and (ii) Ext•Hq(λ)(C,M) is finitely generated as a Rλ-module for any composition
 λ. Here M is a finite-dimensional Hq(λ)-module. The results above allow one to use theideas involving branching to Young subgroups from Hemmer and Nakano [HN] to constructsupport varieties for any Hq(d). These ideas were important for the recent proof of theErdmann-Lim-Tan Conjecture [ELT] by Cohen, Hemmer and Nakano [CHN] that involvedcomputing the complexity of the Lie module. Our results rely heavily on the work of Dipperand Du (cf. [DD, Du]) that provides the technical machinery to prove many of the resultsin this section.
 Following the seminal work of Alperin, we define complexity for Hq(d)-modules in Section5. The main point of this section is to utilize the representation theory of the Hecke algebrasto demonstrate that the complexity of a module is in fact equal to the dimension of itssupport variety (as defined in Section 4). As an application we prove that the complexityof any module is less than the complexity of the trivial module. Note that without atensor structure (as in our case) this is a non-trivial fact. Subsequently, in Section 6, wecompute the complexities and varieties for Young and permutation modules, which extendsthe earlier work in [HN] for symmetric groups to Hecke algebras of type A.
 In Section 7, we construct a new invariant for Specht modules called the graded dimensionand relate this graded dimension to the product of cyclotomic polynomials. This definitionin conjunction with results for relative cohomology allows us to show that the vertex ofthe Specht module satisfies certain numerical constraints. As a by-product, we are able toexplicitly compute the vertex of Specht modules for a certain class of partitions. Finally, inSection 8, we apply our results for Hecke algebras of type A with various Morita equivalencesto construct support varieties for Hecke algebras of types B/C and D, and show that thecomplexity of modules for these algebras is equal to the dimension of the correspondingvarieties. Several open questions of further interest are posed at the end of the paper.
 We thank the referee for several suggestions that improved the readability of the paper.
 2. Notation and Preliminaries
 2.1. Throughout this paper, we will work over the complex numbers C, although many ofthe constructions will work over an arbitrary field. Let q ∈ C∗ and Σd be the symmetricgroup on d letters. The Hecke algebra Hq(d) := Hq(Σd) is the free C-module with basis{Tw : w ∈ Σd} with multiplication defined by
 TwTs :=
 {Tws, if `(ws) > `(w),
 qTws + (q − 1)Tw, otherwise,
 where s = (i, i+ 1) ∈ Σd is a simple transposition and w ∈ Σd. The function ` : Σd → N isthe usual length function that is defined for Σd.
 There is an automorphism # and an antiautomorphism ∗ of Hq(d) defined by:
 T#w := (−q)`(w)(Tw−1)−1, and T ∗w := Tw−1 .
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 The maps # and ∗ are both involutions. We will also use the dual ∨ defined by:
 T∨w := q−`(w)Tw−1 .
 For any Hq(d)-module M one can define a dual module M∗ := HomC(M,C), where theaction of Hq(d) is given by (hf)(m) := f(h∗m).
 Let l be the smallest integer such that 1 + q + · · ·+ ql−1 = 0, and set l := ∞ if no suchinteger exists. If q ∈ C∗ is a primitive jth root of unity then l = j. Furthermore, if q is notroot of unity then Hq(d) is semisimple.
 Let Λ(d) := {λ � d} be the set of all compositions of d and Λ+(d) := {λ ` d} be the setof all partitions of d. Given two compositions λ, µ ∈ Λ(d) (resp. partitions), let µ � λ (resp.µ ` λ) if µ is finer than λ. A partition/composition λ of d is called l-parabolic if every partof λ is either 1 or l, and it is simple l-parabolic provided that exactly one part of λ is l andall other parts are 1’s.
 A partition λ = (λ1, λ2, . . . ) is called l-restricted if λi − λi+1 ≤ l − 1 for all i. The set ofthe l-restricted partitions of d will be denoted by Λ+
 res(d). A partition λ is called l-regular ifits transpose λ′ is l-restricted. The set of all l-regular partitions of d is denoted by Λ+
 reg(d).
 2.2. We refer the reader to [DJ1] and [Mat] for details about the representation theory ofHq(d). The major classes of representations parallel those for the modular representationtheory of the symmetric group. For each λ ∈ Λ+(d) there is a q-Specht module of theHecke algebra Hq(d), denoted by Sλ. If λ ∈ Λ+
 reg(d) then Sλ has a unique simple quotient
 denoted by Dλ. One obtains a complete collection of non-isomorphic simple modules Dλ
 for λ ∈ Λ+reg(d) for Hq(d)-module in this way. These simple modules are self-dual and
 absolutely irreducible.For a composition λ ∈ Λ(d), let Σλ be the corresponding Young subgroup of Σd, that
 is Σλ∼= Σλ1 × Σλ2 × · · · . Associated to this Young subgroup there is a corresponding
 subalgebra of Hq(d):
 Hq(λ) := 〈Tw | w ∈ Σλ〉 ∼= Hq(λ1)×Hq(λ2)× · · · .
 Set
 xλ :=∑w∈Σλ
 Tw.
 Define the permutation module Mλ := Hq(d)xλ. One also has the isomorphism Mλ ∼=indHq(d)Hq(λ) C. Given λ ∈ Λ+(d), there is a unique indecomposable direct summand of Mλ
 containing Sλ that is the Young module Y λ. All other summands are Young modules whosepartitions are strictly greater than λ in the dominance ordering. Furthermore, Y λ ∼= Y µ ifand only if λ = µ.
 The Hecke algebra Hq(d) has two one-dimensional representations [Mat, 1.14], C and sgn,given by:
 C(Tw) := q`(w) and sgn(Tw) := (−1)`(w). (2.2.1)
 When q = 1 these specialize to the usual trivial and sign representations of CΣd.In general the tensor product of two Hq(d)-modules is not an Hq(d)-module, since Hq(d)
 is not a Hopf algebra. However, the automorphism # lets us define, for each Hq(d)-module
 M , a new module M# with the same underlying vector space and with action given by
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4 DANIEL K. NAKANO AND ZIQING XIANG
 h ◦m := h#m. This specializes for q = 1 to tensoring with the sign representation. This isdenoted by
 M ⊗ sgn := M#.
 The simple Hq(d)-modules can also be indexed by Λ+res(d). For λ ∈ Λ+
 res(d) denote the
 corresponding simple module by Dλ. It is a fact that Dλ = socHq(d)(Sλ). The relationship
 between these two labellings is given by:
 Dλ ∼= Dλ′ ⊗ sgn for any λ ∈ Λ+reg(d). (2.2.2)
 We remark that that tensoring with the sign representation turns Specht modules into dualSpecht modules and vice-versa (cf. [J1, 6.7], [Mat, Exer. 3.14]):
 Sλ ⊗ sgn ∼= (Sλ′)∗ := Sλ′ . (2.2.3)
 3. Transfer and Cohomology
 3.1. We begin by defining the notion of transfer for Hecke algebras and state one of themain results that involves the decomposition of induced modules. For an algebra A and anA-A-bimodule, M , let MA := {m ∈M : am = ma, for all a ∈ A}.
 Let λ be a composition and µ, ν � λ be two subcompositions. We abuse the notationby letting Σλ/Σµ, Σν\Σλ and Σν\Σλ/Σµ denote the sets of distinguished left/right/doublecoset representatives, respectively. For a distinguished double coset representative w ∈Σν\Σλ/Σµ, Σν ∩ Σw
 µ is always a Young subgroup. More precisely, there exists a uniquesubcomposition of λ, denoted by ν ∩ µw � λ, such that Σν∩µw = Σν ∩ Σw
 µ , where Σwµ :=
 wΣµw−1. One has a restriction map resλ,µ : MHq(λ) ↪→MHq(µ).
 Definition 3.1.1 ([Jo, L]). Let µ � λ be two compositions. For a Hq(λ)-Hq(λ)-bimodule
 M , the transfer map trµ,λ : MHq(µ) →MHq(λ) is
 trµ,λ(m) :=∑
 w∈Σλ/Σµ
 TwxT∨w .
 Theorem 3.1.2 (Mackey Decomposition, [Jo, Theorem 2.29, 2.30]). Let µ, ν � λ. For aHq(λ)-Hq(λ)-bimodule M ,
 M ↑Hq(λ)Hq(µ) ↓Hq(ν)
 ∼=∑
 w∈Σν\Σλ/Σµ
 (Tw ⊗Hq(λ) M) ↑Hq(ν)Hq(ν∩µw) .
 Moreover, if m ∈MHq(µ) then
 resλ,ν trµ,λ(m) =∑
 w∈Σν\Σλ/Σµ
 trν∩µw,ν(TwmT∨w ).
 3.2. ForHq(λ)-modulesM andN , the transfer map on theHq(λ)-Hq(λ)-bimodule HomC(M,N)induces the transfer map on extension groups:
 trµ,λ : Ext•Hq(µ)(M,N)→ Ext•Hq(λ)(M,N),
 and the restriction map on HomC(M,N) induces the restriction map:
 resλ,µ : Ext•Hq(λ)(M,N)→ Ext•Hq(µ)(M,N).
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 The restriction map might be omitted when it is clear from the context. For instance, forα ∈ Ext•Hq(λ)(M,N), we use the shorthand convention: trµ,λ(α) := trµ,λ resλ,µ(α).
 Proposition 3.2.1. Let λ be a composition and let M1,M2,M3 be three Hq(λ)-Hq(λ)-bimodules. The following statements hold.
 (a) Let µ � λ. For α ∈ Ext•Hq(λ)(M1,M2),
 trµ,λ resλ,µ(α) = (trµ,λ 1Hq(µ))α.
 (b) Let µ � λ. If µ is a maximal l-parabolic subcomposition then trµ,λ 1Hq(µ) is invertiblein Hq(λ).
 (c) Let µ � λ. For α ∈ Ext•Hq(µ)(M1,M2), β ∈ Ext•Hq(λ)(M2,M3),
 β ◦ trµ,λ(α) = trµ,λ(resλ,µ(β) ◦ α).
 (d) Let ν � λ. For α ∈ Ext•Hq(λ)(M1,M2), β ∈ Ext•Hq(ν)(M2,M3),
 trν,λ(β) ◦ α = trν,λ(β ◦ resλ,ν(α)).
 (e) Let ν � µ � λ. For β ∈ Ext•Hq(ν)(M1,M2),
 trµ,λ trν,µ(β) = trν,λ(β).
 (f) Let µ, ν � λ. For α ∈ Ext•Hq(µ)(M1,M2),
 resλ,ν trµ,λ(α) =∑
 w∈Σν\Σλ/Σµ
 trν∩µw,ν(TwαT∨w ).
 (g) Let µ, ν � λ. For α ∈ Ext•Hq(µ)(M1,M2) and β ∈ Ext•Hq(ν)(M2,M3),
 trν,λ(β) ◦ trµ,λ(α) =∑
 w∈Σν\Σλ/Σµ
 trν∩µw,λ(β ◦ (TwαT∨w ))
 =∑
 w∈Σµ\Σλ/Σν
 trµ∩νw,λ((TwβT∨w ) ◦ α).
 (h) Let µ � λ. For α ∈ Ext•Hq(µ)(C,C), β ∈ Ext•Hq(µ)(C,M3), and ν � µ, there exists
 αν ∈ Ext•Hq(λ)(C,C) such that
 trµ,λ(β ◦ α) =∑ν�µ
 trν,λ(β) ◦ αν .
 Proof. (a) The morphism α ∈ Ext•Hq(λ)(M1,M2) can be viewed as an element in HomHq(λ)(M′1,M2)
 for some Hq(λ)-module M ′1 via dimension shifting. So, for every w ∈ Σλ, αT∨w = T∨wα.Therefore,
 trµ,λ resλ,µ(α) =∑
 w∈Σλ/Σµ
 TwαT∨w =
 ∑w∈Σλ/Σµ
 (TwT∨w )α = (trµ,λ 1Hq(µ))α.
 (b) See [Du, Theorem 2.7].
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6 DANIEL K. NAKANO AND ZIQING XIANG
 (c) Using the same arguments in (a), we can show that for every w ∈ Σλ, βTw = Twβ. So,
 β ◦ trµ,λ(α) = β ◦∑
 w∈Σλ/Σµ
 TwαT∨w =
 ∑w∈Σλ/Σµ
 Tw(resλ,µ(β) ◦ α)T∨w = trµ,λ(resλ,µ(β) ◦ α).
 (d) The result follows from similar arguments in (c).
 (e) For every w1 ∈ Σλ/Σµ and w2 ∈ Σµ/Σν , it is clear that w1w2 ∈ Σλ/Σν . So,
 trµ,λ trν,µ(β) =∑
 w1∈Σλ/Σµ
 ∑w2∈Σλ/Σν
 Tw1w2βT∨w1w2
 =∑
 w1∈Σλ/Σν
 TwβT∨w = trν,λ(β).
 (f) Viewing α as an element in HomH(µ)(M′1,M2), the result follows from applying Theorem
 3.1.2 to HomH(µ)(M′1,M2).
 (g) We calculate left hand side of (g) as follows:
 trν,λ(β) ◦ trµ,λ(α) = trν,λ(β ◦ resλ,ν trµ,λ(α)) using(d)
 = trν,λ
 β ◦ ∑w∈Σν\Σλ/Σµ
 trν∩µw,ν(TwαT∨w )
 using (f)
 =∑
 w∈Σν\Σλ/Σµ
 trν,λ trν∩µw,ν(β ◦ (TwαT∨w )) using (c)
 =∑
 w∈Σν\Σλ/Σµ
 trν∩µw,λ(β ◦ (TwαT∨w )). using (e)
 Similarly, using (c), (f), (d) and (e), we get the other identity.
 (h) We apply induction on µ with respect to the partial order �. In the case that µ is thetrivial composition (1, 1, . . . ), Ext•Hq(µ)(C,C) ∼= C, hence the result holds trivially. Suppose
 that µ is nontrivial and the result holds for all proper subcomposition of µ. For each w ∈Σµ\Σλ/Σµ, since there are no non-trivial normal Young subgroup of Σµ, µ∩µw is a propersubcomposition of µ, hence by induction hypothesis, there exists αw,ν ∈ Ext•Hq(µ∩µw)(C,C)
 such that
 trµ∩µw,λ(β ◦ (TwαT∨w ))) =
 ∑ν�µ∩µw
 trν,λ(β) ◦ αw,ν .
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 Consequently,
 trµ,λ(β ◦ α) = trµ,λ(β) ◦ trµ,λ(α)−∑
 w∈Σµ\Σλ/Σµw 6=1
 trµ∩µw,λ(β ◦ (TwαT∨w )) using (g)
 = trµ,λ(β) ◦ trµ,λ(α)−∑
 w∈Σµ\Σλ/Σµw 6=1
 ∑ν�µ∩µw
 trν,λ(β) ◦ αw,ν by induction
 = trµ,λ(β) ◦ trµ,λ(α)−∑ν�µ
 trν,λ(β) ◦
 ∑w∈Σµ\Σλ/Σµ
 w 6=1
 αw,ν
 . �
 3.3. Let µ, ν � λ be two subcompositions. For w ∈ Σν\Σλ/Σµ such that Σwµ = Σν , let
 Tw · α := TwαT−1w .
 This conjugation by Tw gives a map Ext•Hq(µ)(M,N) → Ext•Hq(ν)(M,N) for two Hq(λ)-
 modules M and N .
 Proposition 3.3.1. For every α ∈ Ext•Hq(λ)(M,N),
 Tw · resλ,µ(α) = resλ,ν(α).
 Proof. Since Tw ∈ Hq(λ), Tw commutes with α, so
 Tw · resλ,µ(α) = Tw resλ,µ(α)T−1w = TwT
 −1w resλ,ν(α) = resλ,ν(α). �
 4. Cohomology and Support Varieties
 4.1. Restriction map. For each composition λ, let Rλ := Ext•Hq(λ)(C,C) be the cohomol-
 ogy ring under Yoneda product. For a natural number d, set Rd := R(d) for the cohomologyring with respect to the trivial partition (d). Given a simple l-parabolic subcomposition νof λ, Rν ∼= Rl and
 Rν =
 {C[xν ]⊗ Λ[yν ], l > 2,
 C[yν ], l = 2
 for some xν and yν such that deg xν = 2l− 2 and deg yν = 2l− 3. Set xν := y2ν when l = 2.
 The ring Rν has a reduced commutative subring
 Rν := C[xν ].
 According to Lemma 3.3.1, we could choose xν and yν for all simple l-parabolic ν � λcompatibly such that Tw · xν = xwν and Tw · yν = ywν for where w is the double cosetrepresentative in Σν\Σλ/Σν and wν � λ is the unique simple l-parabolic subcompositionsuch that Σw
 ν = Σwν .
 Theorem 4.1.1. Let λ = (λ1, . . . , λm) � n be a composition and set λ/l := (bλ1/lc, . . . , bλm/lc).Moveover, let µ � λ be a maximal l-parabolic subcomposition. The following statements hold.
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 (a) The restriction map resλ,µ induces an isomorphism
 resλ,µ : Rλ∼−→(Rν1 ⊗ · · · ⊗Rν|λ/lc|
 )Σ|λ/l|
 where ν1, . . . , νbn/lc are all simple l-parabolic subcomposition of µ. Moreover, theinduced isomorphism
 resλ,µ : Rλ∼−→(R⊗|λ/l|l
 )Σλ/l
 is independent of the choice of µ.(b) Under the isomorphism above,
 resn,λ :(R⊗bn/lcl
 )Σbn/lc→(R⊗|λ/l|l
 )Σλ/l
 is the restriction of the projection map R⊗bn/lcl → R
 ⊗|λ/l|l .
 Proof. (a) Since Hq(λ) ∼=⊗m
 i=1Hq(λi), it follows by Kunneth theorem that Rλ ∼=⊗m
 i=1Rλi .Hence it is enough to prove the result of resλ,µ for the trivial partition λ = (n). Let ν ` nbe an l-parabolic partition conjugate to µ. The isomorphism induced by resλ,ν has beenproved in [BEM]. By Proposition 3.3.1, resλ,µ and resλ,ν induce the same isomorphism.
 (b) Let ν ` n be an l-parabolic partition conjugate to µ. Then, Rλ ∼= RΣ|µ/l|µ
 ∼= RΣ|ν/l|ν .
 So, it suffices to prove the result for partition λ where every part is a multiple of l, and µis a maximal l-parabolic partition. Since res(n),µ = resλ,ν ◦ res(n),λ and the restriction mapres(n),µ is given by projection, the result follows. �
 For a composition λ, we set
 Rλ := res−1λ,µ
 (Rν1 ⊗ . . . Rν|λ/l|
 )Σλ/l,
 where ν1, . . . , ν|λ/l| are all simple l-parabolic subcomposition of some maximal l-parabolic
 subcomposition µ of λ. By Theorem 4.1.1, Rλ does not depend on the choice of µ, and it
 is a commutative reduced subring of Rλ. Moreover, Rλ is a finitely generated Rλ-module.
 4.2. Finite Generation: For the remainder of this paper, assume that all modules for theHecke algebra Hq(λ) are finite-dimensional. Let M ∈ mod(Hq(λ)) and set H•(Hq(λ),M) :=Ext•Hq(λ)(C,M), which is an Rλ-module.
 Theorem 4.2.1. Let λ be a partition of d.
 (a) Rλ is a finitely generated C-algebra.(b) If M ∈ mod(Hq(λ)) then H•(Hq(λ),M) is a finitely generated Rλ-module.
 Proof. (a) We can conclude this statement by applying the Kunneth theorem and [BEM,Theorem 1.1].
 (b) First consider the case when λ = (l). Then one can directly prove using explicitprojective resolutions for Hq(l) (cf. [KN, 5.1]) that for any simple Hq(l)-module, S, thenH•(Hq(l), S) is a finitely generated R(l)-module. Now using induction on the compositionlength and the long exact sequence in cohomology, it follows the statement of (b) holds fora finitely generated Hq(l)-module M .
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 Next consider the case when λ = (la, 1s). Any simple Hq(λ)-module is an outer tensorproduct S = S1 � S2 � · · ·� Sa � Cs By the Kunneth theorem,
 H•(Hq(λ), S) ∼= H•(Hq(l)), S1)⊗H•(Hq(l), S2)⊗ · · · ⊗H•(Hq(l), Sa).which is a finitely generated Rλ-module from the preceding paragraph. By an inductiveargument on the composition length the statement holds for R(la,1s).
 Now consider the case when λ = (d) and let µ = (la, 1s) be a maximal l-parabolic parti-tion of λ. According to Proposition 3.2.1(a)(b), the restriction map resλ,µ : H•(Hq(λ),M)→H•(Hq(µ),M) is injective. The codomain H•(Hq(µ),M) is already shown to be finitely gen-erated over Rµ. Since Rµ is finitely generated as a Rλ-module, it follows that H•(Hq(µ),M)is finitely generated over Rλ. Therefore, by Proposition 3.2.1(a) the transfer map splitsrestriction and one can apply Proposition 3.2.1(h) to show that H•(Hq(d),M) is finitelygenerated over R(d).
 Finally, let λ = (λ1, λ2, . . . , λt) be a partition of d. Any simple Hq(λ)-module is an outertensor product S = S1�S2� · · ·�St By the Kunneth theorem and the fact that the finitegeneration statement holds for H(λj) for j = 1, 2, . . . , t, one can conclude that H•(Hq(λ), S)is a finitely generated Rλ-module. Again by an inductive argument one can now concludethe statement of part (b). �
 4.3. Support Theory: Set Wλ := MaxSpec Rλ. According to Theorem 4.2.1 the set Wλ
 is an affine homogeneous variety. Given M ∈ mod(Hq(λ)), define the (relative) support
 variety Wλ(M) as the variety of the annihilator ideal, JHq(λ)(C,M), in Rλ for its action onH•(Hq(λ),M). These support varieties are closed, conical subvarieties of Wλ.
 For each µ � λ, there exists a restriction map in cohomology res∗λ,µ : Wµ → Wλ which
 is induced by the inclusion of Hq(µ) ≤ Hq(λ). We can now formulate a definition for thesupport varieties for modules in mod(Hq(λ)).
 Definition 4.3.1. Let M ∈ mod(Hq(λ)).
 (a) The support variety of M is defined as
 Vλ(M) :=⋃µ�λ
 res∗λ,µ(Wµ(M)).
 (b) In the case when λ = (d),
 VHq(d)(M) := V(d)(M) =⋃µ�(d)
 res∗(d),µ(Wµ(M)).
 By using the functoriality of the restriction map and the fact that the restriction mapsare finite maps, one can state the following proposition.
 Proposition 4.3.2. Let W be closed subvariety of Wν .
 (a) dimW = dim res∗λ,ν(W ).
 (b) res∗λ,ν = res∗λ,µ ◦ res∗µ,ν .
 Next we present below several elementary properties of these support varieties. Theproofs from [Ben, §5.7] can be used to verify these facts.
 Proposition 4.3.3. Let Mj ∈ mod(Hq(d)) for j = 1, 2, 3. Then
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 (a) Let 0 → M1 → M2 → M3 → 0 be a short exact sequence in mod(Hq(λ)). If Σ3 isthe symmetric group on three letters and σ ∈ Σ3 then
 Vλ(Mσ(1)) ⊆ Vλ(Mσ(2)) ∪ Vλ(Mσ(3)).
 (b) Vλ(M1 ⊕M2) = Vλ(M1) ∪ Vλ(M2).
 The following proposition gives a simplification of the formulas given in Definition 4.3.1via maximal l-parabolic subcompositions.
 Proposition 4.3.4. Let µ � λ be a maximal l-parabolic subcomposition, and let M ∈mod(Hq(λ)).
 (a) For every maximal l-parabolic subcomposition µ � λ, Wλ(M) = res∗λ,µ(Wµ(M)).
 (b)
 Vλ(M) =⋃
 l-parabolicµ�λ
 res∗λ,µ(Wµ(M)).
 (c) For any maximal l-parabolic subcomposition µ � λ,
 Vλ(M) = res∗λ,µ(Vµ(M)).
 Proof. (a) Consider the transfer map
 trµ,λ : JHq(µ)(C,M)→ JHq(λ)(C,M)
 and the restriction map
 resλ,µ : JHq(λ)(C,M)→ JHq(µ)(C,M)
 According to 3.2.1(a) and (b), trµ,λ ◦ resλ,µ = a id for some unit a ∈ Hq(λ) as an endomor-phism of JHq(λ)(C,M). One has res∗λ,µ ◦ tr∗µ,λ = id as an endomorphism of Wµ(M), fromwhich the result follows.(b) For each µ � λ, let µ′ be a maximal l-parabolic subcomposition of µ. Therefore, by (a),
 Vλ(M) =⋃µ�λ
 res∗λ,µ(Wµ(M))
 =⋃µ�λ
 res∗λ,µ res∗µ,µ′(Wµ′(M))
 =⋃
 l-parabolicµ′�λ
 res∗λ,µ′(Wµ′(M)).
 (c) The result follows from (b) and the fact that every l-parabolic subcomposition of λ iscontained in a given maximal l-parabolic subcomposition up to conjugacy. �
 4.4. Varieties and Induction: The following proposition states how relative support be-have under induction.
 Proposition 4.4.1. Let ν, µ, λ be three compositions such that µ � λ and M ∈ mod(Hq(µ)).
 (a) Wλ(M ↑Hq(λ)Hq(µ)) = res∗λ,µ(Wµ(M)).
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 (b) Wν(M ↑Hq(λ)Hq(µ)) =
 ⋃α�µ
 ⋃w∈wα,µ,ν T
 #w res∗νw,α(Wα(M)), where
 wα,µ,ν := {w ∈ Σν\Σλ/Σµ : α = µ ∩ νw}.
 (c) Vλ(M ↑Hq(λ)Hq(µ)) = res∗λ,µ(Vµ(M)).
 Proof. (a) This follows by applying Frobenius reciprocity: Ext•Hq(λ)(C,M ↑Hq(λ)Hq(µ))
 ∼= Ext•Hq(µ)(C,M).
 (b) The result follows from the following calculation.
 Wν(M ↑Hq(λ)Hq(µ)) = Wν
 ⊕w∈Σν\Σλ/Σµ
 (Tw ⊗M) ↑Hq(ν)Hq(µw∩ν)
 Theorem 3.1.2
 =⋃
 w∈Σν\Σλ/Σµ
 Wν((Tw ⊗M) ↑Hq(ν)Hq(µw∩ν)) Proposition 4.3.3(b)
 =⋃
 w∈Σν\Σλ/Σµ
 res∗ν,µw∩ν(Wµw∩ν(Tw ⊗M))
 =⋃
 w∈Σµ\Σλ/Σν
 T#w res∗νw,µ∩νw(Wµ∩νw(M))
 =⋃α�µ
 ⋃w∈wα,µ,ν
 T#w res∗νw,α(Wα(M)).
 (c) We proceed with the following calculation.
 Vλ(M ↑Hq(λ)Hq(µ)) =
 ⋃ν�λ
 res∗λ,ν(Wν(M ↑Hq(λ)Hq(µ))) Definition 4.3.1
 =⋃ν�λ
 res∗λ,ν⋃α�µ
 ⋃w∈wα,µ,ν
 T#w res∗νw,α(Wα(M)) by (a)
 =⋃ν�λ
 ⋃α�µ
 ⋃w∈wα,µ,ν
 res∗λ,ν T#w res∗νw,α(Wα(M))
 =⋃ν�λ
 ⋃α�µ
 ⋃w∈wα,µ,ν
 T#w res∗λw,νw res∗νw,α(Wα(M))
 =⋃ν�λ
 ⋃α�µ
 ⋃w∈wα,µ,ν
 T#w res∗λ,α(Wα(M)) w ∈ Σλ
 =⋃ν�λ
 ⋃α�µ
 ⋃w∈wα,µ,ν
 res∗λ,α(Wα(M)) T#w ∈ Hq(λ)
 =⋃α�µ
 ⋃ν�λ
 w∈wα,µ,ν
 res∗λ,α(Wα(M))
 =⋃α�µ
 res∗λ,α(Wα(M)) for ν = µ, 1 ∈ wα,µ,ν
 = res∗λ,µ(Vµ(M)). �
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 We end this section with a result that will useful for computing support varieties in thecase when one has some information about the vertex of a module. In particular this willbe applied in case of Young vertices.
 Proposition 4.4.2. Let µ � λ. Suppose that M is an Hq(λ)-module and N is an Hq(µ)-
 module such that M | N ↑Hq(λ)Hq(µ) and N |M ↓Hq(µ). Then Vλ(M) = res∗λ,µ(Vµ(N)).
 Proof. Using Proposition 4.3.3(b) and 4.4.1(c), we obtain
 Vλ(M) ⊆ Vλ(N ↑Hq(λ)Hq(µ)) = res∗λ,µ(Vµ(N)).
 It follows from the Definition 4.3.1 that
 res∗λ,µ(Vµ(N)) ⊆ res∗λ,µ(Vµ(M)) ⊆ Vλ(M). �
 5. Rates of Growth
 5.1. Complexity: Let {dn}n≥0 be a sequence of non-negative integers. The rate of growthr(d•) of this sequence is the smallest non-negative integer c for which there exists a positivereal number C such that dn ≤ C · nc−1 for all n ≥ 1. If no such d exists, set r(d•) :=∞.
 Alperin [A, §4] first defined the notion of complexity of modules for finite groups. Wecan also state this for Hecke algebras. Our goal will be to relate the complexity to thedimension of the support varieties defined in the previous section.
 Definition 5.1.1. Let M ∈ mod(Hq(d)) and let
 · · · → P2 → P1 → P0 →M → 0
 be the minimal projective resolution of M . The complexity cHq(d)(M) of M is defined asr(dimP•).
 5.2. For Hecke algebras the conventional proofs to relate the dimension of the supportvariety to (i) the rate of growth of certain extension groups and (ii) the complexity of themodule do not work because of the absence of the tensor product (i.e., a coproduct structureon Hq(d)).
 We first prove that the complexity can still be interpreted as the rate of growth of certainExt-groups related to taking the direct sum of simple, Specht, Young and permutationmodules.
 Theorem 5.2.1. Let M ∈ mod(Hq(d)). The following quantities are equal.
 (a) cHq(d)(M);
 (b) r(Ext•Hq(d)(⊕λ∈Λ+reg(d)D
 λ,M));
 (c) r(Ext•Hq(d)(⊕λ`dSλ,M));
 (d) r(Ext•Hq(d)(⊕λ`dY λ,M));
 (e) r(Ext•Hq(d)(⊕λ`dMλ,M)).
 Proof. (a) = (b). This follows by using the standard arguments (cf. [Ben, Prop. 5.3.5]).(c) ≤ (b), (d) ≤ (b). One can apply [Ben, Prop. 5.3.5] to deduce these statements.
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 (b) ≤ (c). This will be proved by using induction on the dominance order of partitionsE. Set s := r(Ext•Hq(d)(⊕λ`dSλ,M)). If λ be maximal with respect to E then Sλ = Dλ.
 Consequently,
 r(Ext•Hq(d)(Dλ,M)) ≤ s.
 By induction suppose that for every µ B τ , we know r(Ext•Hq(d)(Dµ,M)) ≤ s. We need to
 show that r(Ext•Hq(d)(Dτ ,M)) ≤ s. There exists a short exact sequence of the form
 0→ N → Sτ → Dτ → 0 (5.2.1)
 with N having composition factors of the form Dµ with µB τ . Therefore,
 r(Ext•Hq(d)(Dτ ,M)) ≤ max{r(Ext•Hq(d)(S
 τ ,M)), r(Ext•Hq(d)(N,M))} ≤ s.
 (c) ≤ (d). This statement will be proved in a similar fashion as above. Set
 y := r(Ext•Hq(d)(⊕λ`dYλ,M)).
 Let λ be maximal with respect to E so Y λ = Sλ and r(Ext•Hq(d)(Sλ,M)) ≤ y. Suppose that
 for any µB τ , r(Ext•Hq(d)(Sµ,M)) ≤ y. It will suffice to show that r(Ext•Hq(d)(S
 τ ,M)) ≤ y.
 There is a short exact sequence of the form
 0→ Sτ → Y τ → Z → 0 (5.2.2)
 with Z having a Specht filtration with factors of the form Sµ with µB τ . Consequently,
 r(Ext•Hq(d)(Sτ ,M)) ≤ max{r(Ext•Hq(d)(Y
 τ ,M)), r(Ext•Hq(d)(N,M))} ≤ y.
 (d) = (e). The statement follows because every Young module appears as a summand ofa permutation module, and the summands of the permutation modules are Young modules.
 �
 5.3. Complexity and Support Varieties. We now can relate the complexities of modulesin mod(Hq(d))) to the dimension of their support varieties. Furthermore, every module inmod(Hq(d)) has complexity less than or equal to the complexity of the trivial module.Note that for Hopf algebras this is an easy consequence of tensoring a minimal projectiveresolution of the trivial module by the given module M .
 Corollary 5.3.1. Let M ∈ mod(Hq(d)). Then
 (a) cHq(d)(M) = dimVHq(d)(M),(b) cHq(d)(M) ≤ cHq(d)(C).
 Proof. (a) Since res∗d,λ is a finite map, dim res∗(d),λWλ(M) = dimWλ(M).
 Next by using the argument given in [Ev, p. 105-106] one has
 r(Ext•Hq(λ)(C,M)) = dimWλ(M).
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 According to Theorem 5.2.1 and Frobenius reciprocity,
 cHq(d)(M) = r(Ext•Hq(d)(⊕λ`dMλ,M))
 = r(⊕λ`d Ext•Hq(λ)(C,M))
 = maxλ`d{r(Ext•Hq(λ)(C,M))}
 = maxλ`d{dimWλ(M)}
 = maxλ`d{dim res∗(d),λ(Wλ(M))}
 = dim⋃λ`d
 res∗(d),λ(Wλ(M))
 = dimVHq(d)(M).
 (b) From part (a), cHq(d)(M) = dimVHq(d)(M) ≤ dimVHq(d)(C) = cHq(d)(C). �
 The reader should be aware that the results in Sections 4 and 5 would also be validfor Hecke algebras Hq(d) over fields of arbitrary characterstic if the finite generation ofcohomology (Theorem 4.2.1) holds.
 6. Permutation and Young modules
 6.1. In this section we will use our established properties on complexity and support va-rieties, in addition to the theory of Young vertices, to give an formula for the complexitiesof the permutation modules {Mλ} and the Young modules {Y λ}. This is accomplished byfirst determining their support varieties as images of the map res∗d,λ (resp. res∗d,ρ(λ)) on the
 support varieties of the trivial module.Let b c denote the floor function. Note that the Krull dimension of the cohomology ring
 H•(Hq(d)),C) or equivalently dimVHq(d)(C) is bd/lc. We can now determine the complexity
 and support varieties for the permutation modules Mλ:
 Proposition 6.1.1. Let λ = (λ1, . . . , λs) � d and Mλ be a permutation module for Hq(d).Then:
 (a) VHq(d)(Mλ) = res∗(d),λ(VHq(λ)(C));
 (b) cHq(d)(Mλ) =
 ∑si=1bλi/lc.
 Proof. Part (a) follows immediately from Proposition 4.4.2 since Mλ ∼= C ↑Hq(d)Hq(λ) and C is a
 direct summand of Mλ ↓Hq(λ) by Theorem 3.1.2. One can deduce (b) follows from (a) sincethe map res∗(d),λ preserves dimension and dim(VHq(λ)(C)) is determined by Theorem 4.1.1.
 �
 6.2. Dipper-Du [DD, 5.8 Theorem] determines the vertex of the Young module Y λ forHq(d) as Hq(ρ(λ)) where ρ(λ) is constructed as follows. Notice that any λ ` d has a uniquel-adic expansion of the form:
 λ = λ[0] + λ[1]l, (6.2.1)
 where λ[0] is an l-restricted partition of d and λ[1] is a partition. Define the partition:
 ρ(λ) :=(l|λ[1]|, 1|λ[0]|
 ). (6.2.2)
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 The partition λ[0] can be obtained by successively striping horizontal rim l-hooks from λ,and |λ[1]| is the number of such hooks removed. The following theorem demonstrates that
 the complexity of the Young module Y λ is |λ[1]|.
 Theorem 6.2.1. Let λ ` d with Y λ the corresponding Young module for Hq(λ). Then
 (a) VHq(d)(Yλ) = res∗d,ρ(λ)(VHq(ρ(λ))(C)).
 (b) cHq(d)(Yλ) = |λ[1]|.
 Proof. Part (a) follows from Proposition 4.4.2. In order to prove (b) take the dimensionon both sides of (a) and recall from Proposition 4.3.2 that res∗(d),ρ(λ) preserves dimension,
 and the dimension of the support variety of the trivial module is also determined in Theo-rem 4.1.1. �
 As a consequence of the aforementioned theorem, we recover the well-known fact thatY λ is projective exactly when λ is p-restricted. Furthermore, from Theorem 6.2.1(b), onecan see that for a block B of weight w, there are Young modules in B of every possiblecomplexity {0, 1, . . . , w}. The following result characterizes Young module of complexityone.
 Corollary 6.2.2. A nonprojective Young module Y λ has complexity one if and only if λ isof the form (µ1 + l, µ2, . . . , µs) where (µ1, µ2, . . . , µs) is l-restricted.
 Proof. From Theorem 6.2.1, λ[1] = (1) precisely when the l-adic expansion of λ has the formλ[0] + (1)l. �
 In all known cases that the complexity has been computed for permutation, Young,Specht and simple modules, the answers for the symmetric group in characteristic p > 0coincide with the answer for the Hecke algebra in characteristic zero at a pth root of unity.
 6.3. In this section we will apply our prior computation for Young modules to give anexplicit description for the location of the support varieties for modules in a block B ofHq(d). For a Specht module Hq(d)-module, Sλ, let Bλ be the block of Hq(d) containing Sλ.We remark that all the composition factors of a given Specht module lie in the same block.Note that by Nakayama rule, Bλ = Bµ if and only if λ and µ have the same l-core.
 Let d = c[0] + c[1]l be the unique l-adic expansion of d, so 0 ≤ c[0] < l, and d = a[0] + a[1]lis another expansion, with 0 ≤ a[0]. Then a[0] ≥ c[0] and a[1] ≤ c[1] and
 Hq((la[1] , 1a[0])) ≤ Hq((lc[1] , 1c[0])).
 Now suppose Bµ is a block of Hq(d) with weight w and l-core µ ` d− lw. Let lw = c[1]land
 ρmax = (1d−lw, lw) ` d. (6.3.1)
 Let µ = (µ1, µ2, . . .). The algebra Hq(ρmax) is the Young vertex for Y µ where µ =
 (µ1 + lw, µ2, . . .). Furthermore, if Bλ = Bµ, then µ D λ and the Young vertex of Y λ is ofthe form
 ρ(λ) = (1a[0] , la[1])
 where a[0] ≥ d− lw and a[1] ≤ w. Therefore,
 Hq(ρ(λ)) ≤ Hq(ρmax)
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 That is, the Young vertices for the Young modules in a block are all contained in a uniquevertex Hq(ρmax), which is the vertex for the Young module Y µ+(lw).
 Define the support of the block to be VHq(d)(Bλ) := VHq(d)(⊕µ∈BλDµ) We now give aprecise location for the support variety for a block of the Hecke algebra Hq(d).
 Theorem 6.3.1. Let Bλ be a block of Hq(d) of weight w and let M be a finite-dimensionalmodule in Bλ. Let ρ := ρmax for the block Bλ. Then:
 (a) VHq(d)(Bλ) = VHq(d)(⊕µ∈BλSµ) = VHq(d)(⊕µ∈BλY µ);(b) res(d),ρ(VHq(ρ)(k)) = VHq(d)(Bλ);(c) VHq(d)(M) ⊆ res(d),ρ(VHq(ρ)(k));(d) cHq(d)(M) ≤ w.
 Proof. (a): Since Sµ has a filtration with sections being irreducible modules and Y µ hasa filtration with sections being Specht modules, one has using the definition of support inSection 4.3,
 VHq(d)(Bλ) ⊇ VHq(d)(⊕µ∈BλSµ) ⊇ VHq(d)(⊕µ∈BλY
 µ).
 For the other inclusion, one needs to apply the ordering of factors on these filtrations.From Theorem 5.2.1, we have exact sequences of the form
 0→ N → Sτ → Dτ → 0 (6.3.2)
 where the composition factors in N are of the form Dµ with µ B τ . By induction we canassume that VHq(d)(N) ⊆ VHq(d)(⊕µ∈BλSµ) and Proposition 4.3.3, it follows that
 VHq(d)(Dτ ) ⊆ VHq(d)(S
 τ ) ∪ VHq(d)(N) ⊆ VHq(d)(⊕µ∈BλSµ).
 Therefore, VHq(d)(⊕µ∈BλSµ) = VHq(d)(Bλ). A similar inductive argument using (5.2.2) canbe used to prove that
 VHq(d)(⊕µ∈BλYµ) = VHq(d)(Bλ) = VHq(d)(⊕µ∈BλS
 µ).
 (b): From (a), VHq(d)(Bλ) = VHq(d)(⊕λ∈BµY λ). Now by analysis prior to the statementof the theorem,
 VHq(d)(⊕λ∈BµY λ) = VHq(d)(Yρ) = res(d),ρ(VHq(ρ)(k)).
 (c) and (d): This follows because for anyM in Bλ, VHq(d)(M) ⊆ VHq(d)(Bλ) by Proposition4.3.3. Part (d) follows by considering dimension and applying parts (b) and (c). �
 7. Specht Modules, Vertices, and Cohomology
 7.1. In this section, we will consider the question of computing vertices for Specht mod-ules. This will entail introducing a graded dimension for Specht modules, in addition to,considering the relative cohomology for Hecke algebras of Young subgroups.
 7.2. Weights of Partitions. For a partition λ and a natural number l, the l-weight ofλ, denoted by wtlλ, is the number of l-hooks that we could consecutively remove from thepartition λ to reach the l-core of λ, denoted by corelλ. For a natural number n, we set thel-weight of n to be the l-weight of the trivial partition (n), so wtln = wtl(n) = bn/lc. It isclear that |λ| = |corelλ|+ lwtlλ. We say that λ has small l-core if |corelλ| < l.
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 Lemma 7.2.1. Let λ be a partition and l be a natural number. The number of hooks whoselengths are multiple of l is wtl(λ), the l-weight of λ.
 Proof. We will prove the result with the help of l-abacus of partition λ. Suppose thatλ = (λ1, . . . , λr), and let bi := λi − i + r. The beads of the l-abacus occupies positions bi.Hooks of length multiple of l are in bijection with the moves of a bead at bi to an unoccupiedposition bi − lk, which is in the same runner with bi, for some k ≥ 1. The number of suchmoves is exactly the l-weight of λ. �
 7.3. Dimensions of Specht Modules. For an integer n, let the t-integer be [n]t := 1−tn1−t .
 When t = 1, one applies limits to obtain [n]1 = n. We will now define a graded version ofthe dimension for Specht modules (also referred to as the graded dimension) that involvesthe divisibility of cyclotomic polynomials. For a partition λ, let
 dimt Sλ :=
 ∏|λ|i=1[i]t∏i∈I [hi]t
 ,
 where I is the set of all hooks of λ and hi is the hook length of the hook i. By hook lengthformula, we have dim1 S
 λ = dimSλ. The graded dimension of the partition λ is the genericdegree of the partition λ up to a power of t [Car, §13.5], and the graded dimension is apolynomial with nonnegative integer coefficients [Mac, §III.6].
 Theorem 7.3.1. Let Φl(t) be the l-th cyclotomic polynomial in t. Then,
 dimt Sλ =
 ∏l
 Φl(t)wtl|λ|−wtlλ =
 ∏l
 Φl(t)wtl|corelλ|,
 where l runs over all natural number. In particular,
 dimSλ =∏p,r
 pwtpr |λ|−wtprλ =∏p,r
 pwtpr |coreprλ|,
 where p runs over all primes and r runs over all natural number.
 Proof. Let l be an arbitrary natural number. When l = 1, there are no factors Φ1(t) indimt S
 λ, and wt1|λ| − wt1λ = 0. Now assume that l ≥ 2. Applying Lemma 7.2.1 tothe trivial partition (|λ|), the number of times Φl(t) dividing the numerator of dimt S
 λ iswtl(|λ|) = wtl|λ|. Similarly, applying Lemma 7.2.1 to partition λ, the number of timesΦl(t) dividing the denominator dimt S
 λ is wtlλ. Therefore, Φl(t) divides dimt Sλ exactly
 wtl|λ| − wtlλ many times.When one specializes to t = 1, the result follows from the fact that Φpr(1) = p when p is
 a prime, and Φn(1) = 1 when n is not a prime power. �
 7.4. Relative Cohomology. In this subsection, we follow the constructions in [Ho] andprovide a discussion of relative cohomology for Hecke algebra. Let M be a Hq(d)-module,and let λ � d be a composition. A relatively Hq(λ)-projective resolution of M is a resolutionof M consisting of relatively Hq(λ)-projective Hq(d)-modules and that splits as resolutionof Hq(λ)-modules. Among all such resolutions, there exists a minimal resolution, that isone where there kernels contain no relatively projective summands. The growth rate of theminimal relatively Hq(λ)-projective resolution of M is called the complexity of M , denotedby cd;λ(M) := c(Hq(d),Hq(λ))(M).
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 All relatively Hq(λ)-projective resolutions are homotopic to each other, and the relativeExt between two Hq(d)-modules M and N is defined as
 Ext•(Hq(d),Hq(λ))(M,N) := H•(HomHq(d)(P•λ , N)),
 where P •λ is any relatively Hq(λ)-projective resolution of M .Using the same argument as in the proof of self-injectivity of group algebras, one can
 show that relatively Hq(λ)-projective modules are also relatively Hq(λ)-injective modules.Therefore, all relatively Hq(λ)-projective resolutions with finite length must have length 0.In particular, cd;λ(M) = 0 if and only if M is relatively Hq(λ)-projective. As in the ordinarycohomology case, we showed in Theorem 5.2.1 that we can test projectivity of a module Mby calculating Ext•Hq(d)(D,M) for all simple modules D. The same result holds for relative
 cohomology as well. More precisely, a Hq(d)-module M is relatively Hq(λ)-projective if andonly if Extn(Hq(d),Hq(λ))(D,M) = 0 for all simple Hq(d)-module D and n ≥ 1.
 The fact above gives us the following lemma.
 Lemma 7.4.1. Let 0→M1 →M2 →M3 → 0 be a short exact sequence of Hq(d)-modules.If any two of M1, M2 and M3 are relatively Hq(λ)-projective, then so is the third.
 Proof. Let Mi and Mj be the two modules that are relatively Hq(λ)-projective, and letMk be the third module. The relative complexities of Mi and Mj are zero, so for positiveinteger n and simple Hq(λ)-module D, Extn(Hq(d),Hq(λ))(D,Mi) = Extn(Hq(d),Hq(λ))(D,Mj) =
 0. Using the long exact sequence of cohomologies, we get Extn(Hq(d),Hq(λ))(D,Mk) = 0.
 Therefore, the relative complexity of Mk is zero, and Mk is relatively Hq(λ)-projective. �
 An interesting problem would be to determine whether a suitable support variety theorycan be established for the relative cohomology (Hq(d),Hq(λ)).
 7.5. Vertices for some Specht Modules. We begin this section by discussing blocksand relatively projectivity.
 Theorem 7.5.1. Let Bλ be the block of Hq(d) indexed by a partition λ ` d. Every module
 M in Bλ is relatively Hq(ρ)-projective for ρ = (lwtlλ, 1|corelλ|)
 Proof. According to Theorem 6.2.1, every Young module in the block Bλ is relatively Hq(ρ)-projective. Young modules have a Specht filtration. By an induction similar to Theorem5.2.1 and Lemma 7.4.1, all Specht modules in Bλ areHq(ρ)-projective. Since Specht modulesin Bλ admits filtrations by simple modules in Bλ, by an inductive argument similar toTheorem 5.2.1 and Lemma 7.4.1, all simple modules in Bλ are relatively Hq(ρ)-projective.Therefore, by Lemma 7.4.1, all modules in Bλ is relatively Hq(ρ)-projective. �
 By using the previous result on relative projectivity and information about the gradeddimension one can obtain information about the vertex for Specht modules.
 Theorem 7.5.2. Let λ be a partition, and ρa := (la, 1|λ|−al). Assume that l is prime. Thenthe vertex of Sλ is ρa for some a that satisfies
 wtlλ−∑r≥2
 wtlr |corelrλ| ≤ a ≤ wtlλ.
 In particular, if λ has small lr-core for r ≥ 2 then a = wtlλ.
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 Proof. It is shown in [DD, Section 1.8] that the vertex of an arbitrary module, particularlySλ, is of form ρa for some natural number a.
 Let ρa := (1la, lwtl|λ|−a, 1corel|λ|). Since Sλ is Hq(ρa)-projective,
 Sλ ↓Hq(ρa) |(Hq(|λ|)⊗Hq(ρa) S
 λ)↓Hq(ρa) .
 The right hand side of the equation above is a free Hq(ρa)-module, so the left hand side
 Sλ ↓Hq(ρa) is a projective Hq(ρa)-module, and has dimension divisible by lwtl|λ|−a. Notethat one can verify that the projective modules in Hq(l) have dimension divisible by l byusing their realization as Young modules.
 So, according to Theorem 7.3.1,
 wtl|λ| − a ≤∑r≥1
 wtlr |corelrλ|.
 Therefore,
 a ≥ wtl|λ| −∑r≥1
 wtlr |corelrλ| = wtlλ−∑r≥2
 wtlr |corelrλ|.
 Theorem 7.5.1 insures that the module Sλ, which is in the block Bλ, is relativelyHq(ρwtlλ)-
 projective. If ρa is the vertex of Sλ, then ρa � ρwtl , which implies that a ≤ wtlλ. �
 As a consequence of Theorem 7.5.2, one can compute the vertices for Specht modules forpartitions whose some of the parts is less than l2.
 Corollary 7.5.3. Let λ be a partition. Assume that l is prime. If |λ| < l2, then the vertex
 of Sλ is (lwtlλ, 1|corelλ|).
 Proof. For every r ≥ 2, |corelrλ| ≤ |λ| < lr, hence λ has small lr-core. The result followsfrom Theorem 7.5.2. �
 Remark 7.5.4. For the group algebra of symmetric groups kΣd, [Lim] calculated the vertexand the support variety of Sλ for many partitions, in particular, when |λ| < p2, where p isthe characteristic of k, This can be used in conjunction with the realization of the cohomo-logical support varieties as rank varieties to compute the complexity of Specht modules forsymmetric groups. For Hecke algebras, the question of realization of the support varietiesas rank varieties remains open, as well as the computation of support varieties for Sλ when|λ| < l2.
 8. Connections to other Hecke algebras for other Weyl groups
 8.1. Morita equivalence. We will apply our results for Hecke algebra for other classicalgroups. Our discussion will follow the one given in [BEM, Section 6]. In the case when theroot system if of type Bn (or Cn), the Hecke algebra involves two parameters Q and q. LetHq,Q(Bn) denote this Hecke algebra. For type Dn the Hecke algebra involves one parameterand we will denote this Hecke algebra by Hq(Dn).
 Consider the following polynomials
 fn(Q, q) :=
 n−1∏i=1−n
 (Q+ qi) (8.1.1)
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 and
 fn(q) := 2n−1∏i=1
 (1 + qi). (8.1.2)
 We summarize the various Morita equivalence theorems for Hq,Q(Bn) and Hq(Dn) (cf.[DJ3, (4.17)], [P, (3.6) (3.7)]).
 Theorem 8.1.1. Let Hq(d) be the Hecke algebra for the symmetric group Σd.
 (a) If fn(Q, q) is invertible in C then Hq,Q(Bn) is Morita equivalent to
 n∏j=0
 Hq(j)⊗Hq(n− j).
 (b) If fn(q) is invertible in C and n is odd then Hq(Dn) is Morita equivalent to
 (n−1)/2∏j=0
 Hq(j)⊗Hq(n− j).
 (c) If fn(q) is invertible in C and n is even then Hq(Dn) is Morita equivalent to
 A(n/2)⊕n/2−1∏j=0
 Hq(j)⊗Hq(n− j)
 where A(n/2) is specified in [Hu, 2.2, 2.4].
 8.2. Support theory for A(m). Let n be even and set m = n/2. The algebra A(m)as defined in [Hu] is an example of a Z2-graded Clifford system (cf. [Hu, Section 4]). SetB = A(m) and B+ be the augmentation ideal of B. Furthermore, let A = Hq((m,m)) be thesubalgebra in B corresponding to B1 (in the Clifford system), and A+ be its augmentationideal. Then B · A+ = A+ · B. Now one can consider the quotient B = B//A ∼= C[Z2] (thegroup algebra of the cyclic group of order 2).
 From [GK, 5.3 Proposition], one can apply the spectral sequence and the fact that B isa semisimple algebra to show that
 H•(B,C) ∼= H•(A,C)Z2 . (8.2.1)
 In fact one can show that H•(A,C) is an integral extension of H•(B,C). If M is a finite-dimensional B-module, we will declare that VB(M) := VA(M) which is defined in Defini-tion 4.3.1.
 Next we will compare the notion of complexity in mod(B) versus mod(A). Since B isa free A-module, any projective B-resolution restricts to a projective A-resolution, thuscB(M) ≥ cA(M). On the other hand, by [Hu, 4.4 Corollary], all simple B-modules are sum-mands of simple A-modules induced to B. By applying the characterization of complexitygiven in Theorem 5.2.1(a)(b) and Frobenius reciprocity, one obtains cB(M) = cA(M).
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 8.3. Let En be the algebras and fn := fn(Q, q) (resp. fn(q)) be the polynomials as de-scribed in Theorem 8.1.1 under the Morita equivalence with Hq,Q(Bn) (resp. Hq(Dn)). Fornotational convenience, set
 H(Φn) :=
 {Hq,Q(Bn), Φn = Bn,
 Hq(Dn), Φn = Dn.(8.3.1)
 Let F (−) : Mod(H(Φn))→ Mod(En) be functor that provides the equivalence of categorieswhen fn is invertible. Under the equivalence of categories, one can define support varietiesfor modules over H(Φn) as follows. Let M be a finite-dimensional module for H(Φn). Then
 VH(Φn)(M) = VEn(F (M)).
 The support varieties for En can be obtained by taking the support varieties for Heckealgebras of type A. We have the following theorem that extends Corollary 5.3.1.
 Theorem 8.3.1. Let M be a finite-dimensional module for H(Φn) with fn invertible. Then
 (a) cH(Φn)(M) = dimVH(Φn)(M).(b) cH(Φn)(M) ≤ cH(Φn)(C) = bnl c.
 Proof. (a) Let S = ⊕iSi be the direct sum of all simple H(φn)-modules. Using the Moritaequivalence, F (S) is the direct sum of all simple En-modules. Furthermore, by using ourresults for the Hecke algebra for type A,
 cH(Φn)(M) = r(Ext•H(Φn)(S,M))
 = r(Ext•En(F (S), F (M)))
 = dimVEn(F (M))
 = dimVH(Φn)(M).
 (b) One has that
 cH(Φn)(M) = dimVEn(F (M)) ≤⌊nl
 ⌋.
 Let L be the irreducible En-module such that F (C) = T . Under the categorical equivalence,the trivial module C goes to the simple En-module labelled by the partition ((n),∅). Thestatement now follows because
 cH(Φn)(C) = dimVEn(T ) =⌊nl
 ⌋. �
 By using the Morita equivalence one can prove analogs of Theorem 6.3.1 for the blocks ofH(Φn) and obtain the location of their support varieties for various modules. One can posean interesting question if one can (i) extend the support variety theory for Hecke algebraof types Bn and Dn to even roots of unity, and (ii) if a theory of support varieties can bedeveloped for Hecke algebras of other Coxeter groups.
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