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            Evaluating and Understanding the Robustness of Adversarial Logit Pairing Logan Engstrom * Andrew Ilyas * Anish Athalye * LabSix, Massachusetts Institute of Technology Adversarial Logit Pairing Robust optimization, as in Madry et al., solves: min θ E (x,y )∼D  max δ ∈S L(θ, x + δ, y )  L is a loss function, D is the data distribution, and S deﬁnes the allowed perturbations. In Kannan et al., the Adversarial Logit Pairing method solves: min θ E (x,y )∼D [ L(θ, x, y )+ λD (f (θ, x),f (θ, x + δ * ))] where δ * = arg max δ ∈S L(θ, x + δ, y ) D is a distance function, f maps parameters and inputs to logits, and λ is a hyperparameter. Attack Run PGD [Madry et al.] until convergence. For each input (x, y ) we solve, in the untargeted case (S is an -norm  ∞ box): max δ ∈S L(x + δ, y ), In the targeted case, given a target label y  , we solve: min δ ∈S L(x + δ, y  ) Evaluation Source Kannan et al. this work this work Defense ( = 16) Claimed Accuracy Accuracy Attacker Success Madry et al. 1.5% – – Kannan et al. 27.9% 0.6% 98.6% Table 1: Claimed robustness of Adversarial Logit Pairing against targeted attacks on ImageNet, from Kannan et al., compared to the lower bound on attacker success rate from this work. Attacker success rate is the percentage of times an attacker success- fully induces the adversarial target class; accuracy is the percentage of times the clas- siﬁer outputs the correct class. We calculate accuracy as in Kannan et al., i.e. correct classiﬁcation rate under targeted adversarial attack. 0 2 4 6 8 10 12 14 16 0 20 40 60 80 100 considered threat model  Attack success rate (%) Attack success rate (lower is better) ALP Baseline Figure 1: Comparison under targeted at- tack. Our attack reaches 98.6% success rate (and 0.6% correct classiﬁcation rate) at  = 16/255. 0 2 4 6 8 10 12 14 16 0 20 40 60 80 100 considered threat model  Accuracy (%) Accuracy (higher is better) ALP Baseline Figure 2: Comparison under untargeted attack. The ALP-trained model achieves 0.1% accuracy at  = 16/255. Takeaways Run aacks to convergence Similar to how models are trained to convergence, attacks should be run to convergence. While there is minimal increase in robustness at  = 16/255, PGD can take longer to converge against ALP-trained models. 0 50 100 150 200 250 0 2 4 6 8 10 PGD Step - log P (target class) ALP Baseline Figure 3: Targeted attack 0 10 20 30 40 50 0 10 20 PGD Step - log P (true class) ALP Baseline Figure 4: Untargeted attack Examine loss landscape Inspecting the loss landscape induced by ALP gives some insight into why a small number of PGD steps are not sufﬁcient to ﬁnd adversarial examples. Figure 5: Comparison of loss landscapes of ALP-trained model and baseline model. ALP sometimes induces decreased loss locally, and gives a “bumpier” op- timization landscape. Code Source code for our analysis is available at https://github.com/ labsix/adversarial-logit-pairing-analysis. References H. Kannan, A. Kurakin, and I. Goodfellow. Adversarial logit pairing. arXiv preprint. URL https://arxiv. org/abs/1803.06373. A. Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu. Towards deep learning models resistant to adversarial attacks. In International Conference on Learning Representations. URL https://arxiv. org/abs/1706.06083. 
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Evaluating and Understanding the Robustness of Adversarial Logit Pairing
 Logan Engstrom∗ Andrew Ilyas∗ Anish Athalye∗
 LabSix, Massachusetts Institute of Technology
 Adversarial Logit Pairing
 Robust optimization, as inMadry et al., solves:
 minθ
 E(x,y)∼D
 [maxδ∈S
 L(θ, x + δ, y)]
 L is a loss function,D is the data distribution, and S defines the allowed
 perturbations.
 InKannan et al., theAdversarial Logit Pairingmethod solves:
 minθ
 E(x,y)∼D [L(θ, x, y) + λD (f (θ, x), f (θ, x + δ∗))]
 where δ∗ = arg maxδ∈S
 L(θ, x + δ, y)
 D is a distance function, f maps parameters and inputs to logits, and λ is
 a hyperparameter.
 Attack
 RunPGD[Madryetal.] until convergence. Foreach input (x, y)wesolve,in the untargeted case (S is an ε-norm `∞ box):
 maxδ∈S
 L(x + δ, y),
 In the targeted case, given a target label y′, we solve:
 minδ∈S
 L(x + δ, y′)
 Evaluation
 Source Kannan et al. this work this work
 Defense (ε = 16) Claimed Accuracy Accuracy Attacker Success
 Madry et al. 1.5% – –
 Kannan et al. 27.9% 0.6% 98.6%
 Table 1: Claimed robustness of Adversarial Logit Pairing against targeted attacks on
 ImageNet, from Kannan et al., compared to the lower bound on attacker success rate
 from this work. Attacker success rate is the percentage of times an attacker success-
 fully induces the adversarial target class; accuracy is the percentage of times the clas-
 sifier outputs the correct class. We calculate accuracy as in Kannan et al., i.e. correct
 classification rate under targeted adversarial attack.
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 Attacksuccessrate
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 Attack success rate (lower is better)
 ALP
 Baseline
 Figure 1: Comparison under targeted at-
 tack. Our attack reaches 98.6% success
 rate (and0.6%correct classification rate) at
 ε = 16/255.
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 ε
 Accuracy(%
 )
 Accuracy (higher is better)
 ALP
 Baseline
 Figure 2: Comparison under untargeted
 attack. The ALP-trained model achieves
 0.1% accuracy at ε = 16/255.
 Takeaways
 Run a acks to convergence
 Similar to howmodels are trained to convergence, attacks should be run
 to convergence. While there is minimal increase in robustness at ε =16/255, PGD can take longer to converge against ALP-trainedmodels.
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 Figure 3: Targeted attack
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 Figure 4: Untargeted attack
 Examine loss landscape
 Inspecting the loss landscape induced by ALP gives some insight into
 why a small number of PGD steps are not sufficient to find adversarial
 examples.
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 ImageNet #24230
 Figure 5: Comparison of loss landscapes of ALP-trainedmodel and baseline model.
 ALP sometimes induces decreased loss locally, and gives a “bumpier” op-
 timization landscape.
 Code
 Source code for our analysis is available at https://github.com/labsix/adversarial-logit-pairing-analysis.
 References
 H. Kannan, A. Kurakin, and I. Goodfellow. Adversarial logit pairing. arXiv preprint. URL https://arxiv.org/abs/1803.06373.
 A. Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu. Towards deep learning models resistant to
 adversarial attacks. In International Conference on Learning Representations. URL https://arxiv.org/abs/1706.06083.
 https://github.com/labsix/adversarial-logit-pairing-analysis
 https://github.com/labsix/adversarial-logit-pairing-analysis
 https://arxiv.org/abs/1803.06373
 https://arxiv.org/abs/1803.06373
 https://arxiv.org/abs/1706.06083
 https://arxiv.org/abs/1706.06083
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