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Query Learning of Derived ω-Tree Languages inPolynomial TimeDana Angluin1, Timos Antonopoulos2, and Dana Fisman3
 1 Yale University, New Haven, CT, USA2 Yale University, New Haven, CT, USA3 Ben-Gurion University, Be’er Sheva, Israel
 AbstractWe present the first polynomial time algorithm to learn nontrivial classes of languages of infinitetrees. Specifically, our algorithm uses membership and equivalence queries to learn classes of ω-tree languages derived from weak regular ω-word languages in polynomial time. The method is ageneral polynomial time reduction of learning a class of derived ω-tree languages to learning theunderlying class of ω-word languages, for any class of ω-word languages recognized by a determ-inistic Büchi acceptor. Our reduction, combined with the polynomial time learning algorithm ofMaler and Pnueli [15] for the class of weak regular ω-word languages yields the main result. Wealso show that subset queries that return counterexamples can be implemented in polynomialtime using subset queries that return no counterexamples for deterministic or non-deterministicfinite word acceptors, and deterministic or non-deterministic Büchi ω-word acceptors.
 A previous claim of an algorithm to learn regular ω-trees due to Jayasrirani, Begam andThomas [11] is unfortunately incorrect, as shown in [4].
 1998 ACM Subject Classification F.4.3 Formal Languages, F.1.1 Models of Computation, I.2.6Learning
 Keywords and phrases Learning, queries, infinite trees, derived tree languages, reactive systems
 Digital Object Identifier 10.4230/LIPIcs.CSL.2017.10
 1 Introduction
 Query learning is a framework in which a learning algorithm attempts to identify a targetconcept using specified types of queries to an oracle (or teacher) about the target concept [2].For example, if the target concept is a regular language L, a membership query asks whethera string x is a member of L, and is answered either “yes” or “no”. An equivalence queryasks whether a hypothesis language L′ (represented, for example, by a deterministic finiteacceptor) is equal to L. In the case of an equivalence query, the answer may be “yes”, inwhich case the learning algorithm has succeeded in exact identification of the target concept,or it may be “no”, accompanied by a counterexample, that is, a string x in L but not in L′(or vice versa). The counterexample is a witness that L′ is not equal to L.
 When L′ is not equal to L, there is generally a choice (often an infinity) of possiblecounterexamples, and we require that the learning algorithm work well regardless of whichcounterexample is chosen by the teacher. To account for this in terms of quantifying therunning time of the learning algorithm, we include a parameter that is the maximum lengthof any counterexample returned by the teacher at any point in the learning process. In thissetting, the L∗ algorithm of Angluin [1] learns any regular language L using membershipand equivalence queries in time polynomial in the size of the smallest deterministic finiteacceptor for L and the length of the longest counterexample chosen by the teacher. There
 © Dana Angluin, Timos Antonopoulos and Dana Fisman;licensed under Creative Commons License CC-BY
 26th EACSL Annual Conference on Computer Science Logic (CSL 2017).Editors: Valentin Goranko and Mads Dam; Article No. 10; pp. 10:1–10:20
 Leibniz International Proceedings in InformaticsSchloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
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10:2 Query Learning of Derived ω-Tree Languages in Polynomial Time
 can be no such polynomial time algorithm using just membership queries or just equivalencequeries [3].
 The assumption that equivalence queries are available may seem unrealistic. How is aperson or a program to judge the equivalence of the target concept to some large, complex,technical specification of a hypothesis? If the hypothesis and the target concept are bothdeterministic finite acceptors, there is a polynomial time algorithm to test equivalenceand return a counterexample in case the answer is negative. Alternatively, if there is anefficient algorithm for exact learnability of a class C of concepts using membership andequivalence queries, then it is easily transformed to an efficient algorithm that approximatelylearns concepts from C using membership queries and a sufficiently large corpus of labeledexamples [1]. In this transformation, an equivalence query is answered “yes” if the hypothesisL′ agrees with the labels of all the examples in the corpus; otherwise, any exception suppliesa counterexample x whose label disagrees with its classification by L′.
 Since the publication of L∗, there have been a number of substantial improvements andextensions of the algorithm, as well as novel and unanticipated applications in the analysis,verification and synthesis of programs, protocols and hardware. In a recent CACM reviewarticle, Vaandrager [20] explains Model Learning, which takes a black box approach tolearning a finite state model of a given hardware or software system using membership queries(implemented by giving the system a sequence of inputs and observing the sequence of outputs)and equivalence queries (implemented using a set of test sequences in which the outputs ofthe hypothesis are compared with the outputs of the given system.) The learned modelsmay then be analyzed to find discrepancies between a specification and its implementation,or between different implementations. He cites applications in telecommunications, theautomotive industry, online conference systems, as well as analyzing botnet protocols, smartcard readers, bank card protocols, network protocols and legacy software.
 Another application of finite state machine learning algorithms is in the assume-guaranteeapproach to verifying systems by dividing them into modules that can be verified individually.Cobleigh, Giannakopoulou and Păsareănu [8] first proposed using a learning algorithm tolearn a correct and sufficient contextual assumption for the component being verified, andthere has since been a great deal of research progress in this area.
 If we consider reactive systems, that is, systems that maintain an ongoing interaction withtheir environment (e.g., operating systems, communication protocols, or robotic swarms), therestriction to models specified by finite automata processing finite sequences of inputs is toolimiting. Instead, one trajectory of the behavior of a reactive system may be modeled usingan infinite word (ω-word), each symbol of which specifies the current state of the system andthe environment at a given time. The system itself may be modeled by an ω-automaton,that is, a finite state automaton that processes ω-words. The desired behavior of such asystem may be specified by a linear temporal logic formula, that defines the set of ω-wordsthat constitute “good” behaviors of the system.
 Researchers have thus sought query learning algorithms for ω-automata that could beused in the settings of model learning or assume-guarantee verification for reactive systems.However, learning ω-automata seems to be a much more challenging problem than learningautomata on finite words, in part because the Myhill-Nerode characterization for regularlanguages (that there is a unique minimum deterministic acceptor that can be constructedusing the right congruence classes of the language) does not hold in general for regularω-languages. The Myhill-Nerode characterization is the basis of the L∗ algorithm and itssuccessors.
 There is no known polynomial time algorithm using membership and equivalence queries
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D. Angluin, T. Antonopoulos and D. Fisman 10:3
 to learn even the whole class DBW of languages recognized by deterministic Büchi acceptors,which is a strict subclass of the class of all regular ω-languages. Maler and Pnueli [15] havegiven a polynomial time algorithm using membership and equivalence queries to learn theweak regular ω-languages. This class, denoted DwPW, is the set of languages accepted bydeterministic weak parity automata, and is a non-trivial sublass of DBW. The class DwPWdoes have a Myhill-Nerode property, and the Maler and Pnueli algorithm is a very interestingextension of the L∗ approach.
 In the context of assume-guarantee verification, Farzan et al. [9] proposed a directapplication of L∗ to learn the full class of regular ω-languages. Their approach is basedon the result of Calbrix, Nivat and Podelski [7] showing that a regular ω-language L canbe characterized by the regular language L$ of finite strings u$v representing the set ofultimately periodic words u(v)ω in L. This establishes that a regular ω-language L islearnable using membership and equivalence queries in time polynomial in the size of theminimal deterministic finite acceptor for L$. However, the size of this representation maybe exponentially larger than its ω-automaton representation. More recently, Angluin andFisman [5] have given a learning algorithm using membership and equivalence queries forgeneral regular ω-languages represented by families of deterministic finite acceptors, whichimproves on the L$ representation, however the running time is not bounded by a polynomialin the representation. Clearly, much more research is needed in the area of query learning ofω-automata.
 Despite the difficulties in learning ω-automata (which are used in the analysis of lineartemporal logic) in this paper we consider the theoretical question of learning ω-tree automata(which are used in the analysis of branching temporal logic). Though we have not identifiedany practical application for an algorithm for learning ω-tree languages, we note that ourresults shed new light on the phenomenon of learning, and we are confident that they willstimulate further work in this challenging area.
 Because of the difficulty of the problem, we restrict our attention to ω-tree languages suchthat all of their paths satisfy a certain temporal logic formula, or equivalently, a propertyof ω-words. Given an ω-word language L, we use Treesd(L) to denote the set of all d-aryω-trees t all of whose paths are in L. The ω-tree language Treesd(L) is often referred toas the derived language of L. In this context, it is natural to ask whether the question oflearning a derived ω-tree language Treesd(L) can be reduced to learning the ω-word languageL.
 We answer this question affirmatively for the case that L can be recognized by a determin-istic Büchi word automaton and learned using membership and equivalence queries. Applyingthis reduction to the result of Maler and Pnueli on polynomially learning languages in DwPWwe obtain a polynomial learning algorithm for derived languages in Treesd(DwPW) usingmembership and equivalence queries. Moreover, any progress on polynomially learning anextended sub-class C of DBW using membership and equivalence queries can be automaticallylifted to learning Treesd(C).
 The framework of the reduction is depicted in Fig. 1. An algorithm ATrees for learningTreesd(L) uses a learning algorithm A for L to complete its task. The membership andequivalence queries (mq and eq, henceforth) of algorithm ATrees are answered by respectiveoracles mq and eq for Treesd(L). Since A asks membership and equivalence queries aboutL rather than Treesd(L), the learner ATrees needs to find a way to answer these queries. IfA asks a membership query about an ω-word, ATrees can ask a membership query aboutan ω-tree all of whose paths are identical to the given ω-word. Since the tree is acceptedby Treesd(L) iff the given word is accepted by L it can pass the answer as is to A. If A
 CSL 2017
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10:4 Query Learning of Derived ω-Tree Languages in Polynomial Time
 asks an equivalence query, using an acceptor M for an ω-language, then ATrees can ask anequivalence query using an acceptor MT that accepts an ω-tree if all its paths are acceptedby M . If this query is answered positively then ATrees can output the tree acceptor MT andhalt. The challenge starts when this query is answered negatively.
 When the eq is answered negatively, a counterexample tree t is given. There are twocases to consider. Either this tree is in Treesd(L) but is rejected by the hypothesis acceptorMT , in which case t is referred to as a positive counterexample; or this tree is not in Treesd(L)but is accepted by the hypothesis acceptor MT , in which case t is referred to as a negativecounterexample. If t is a positive counterexample, since MT rejects t there must be a path int which is rejected by M . It is not too dificult to extract that path. The real challenge isdealing with a negative counterexample. This part is grayed out in the figure. In this casethe tree t is accepted by MT yet it is not in Treesd(L). Thus, all the paths of the tree areaccepted by M , yet at least one path is not accepted by L. Since L is not given, it is notclear how we can extract such a path. Since we know that not all paths of t are contained inL, a use of an unrestricted subset query could help us. Unrestricted subset queries (usq) arequeries on the inclusion of a current hypothesis in the unknown language that are answeredby “yes” or “no” with an accompanying counterexample in the case the answer is negative.
 [10] D. Perrin and J. Eric Pin, Infinite Words: Automata, Semigroups, Logicand Games. Elsevier, 2004.
 [11] C. Loding, “Automata on infinite trees,” 2011, available online fromauthor.
 [12] U. Boker, D. Kuperberg, O. Kupferman, and M. Skrzypczak, “Nonde-terminism in the presence of a diverse or unknown future,” in Automata,Languages, and Programming - 40th International Colloquium, ICALP2013, Riga, Latvia, July 8-12, 2013, Proceedings, Part II, 2013, pp.89–100.
 [13] O. Kupferman, S. Safra, and M. Y. Vardi, “Relating word and treeautomata,” Annals of Pure and Applied Logic, vol. 138, pp. 126–146,2006.
 [14] D. Niwinski and I. Walukiewicz, “Relating hierarchies of word andtree automata,” in In Symposium on Theoretical Aspects in ComputerScience, LNCS 1373. Springer-Verlag, 1998, pp. 320–331.
 [15] D. Kuperberg and M. Skrzypczak, “On determinisation of good-for-games automata,” in Automata, Languages, and Programming - 42ndInternational Colloquium, ICALP 2015, Kyoto, Japan, July 6-10, 2015,Proceedings, Part II, 2015, pp. 299–310.
 [16] D. Angluin, “Queries and concept learning,” Machine Learning, vol. 2,no. 4, pp. 319–342, 1988.
 APPENDIX
 A. Omitted Proofs
 Lemma 8 (restated). There is a polynomial time algorithmto construct an acceptor M`,v for [M ][`, v] given a nonde-terministic finite acceptor M , a nonnegative integer ` and afinite word v, such that
 1) M`,v has at most one accepting state, which has no out-transitions,
 2) the out-degree of M`,v is at most the out-degree of M ,3) M`,v is deterministic if M is deterministic.
 Proof. If ` < |v|, then [M ][`, v] = ;, and the output M`,v is aone-state acceptor with no accepting states. Otherwise, assumev = �1�2 · · ·�k and construct M 0 to be the deterministicfinite acceptor for v · ⌃`�|v| with states 0, 1, . . . , ` where 0is the inital state, ` is the final state, and the transitions are�(i,�i+1) = i + 1 for 0 i < k and �(i,�) = i + 1 fork i < ` and � 2 ⌃.
 Then M`,v is obtained by a standard product constructionof M and M 0 for the intersection [M ] \ [M 0], with theobservation that no accepting state in the product has anyout-transitions defined, so they may all be identified. It isstraightforward to verify the required properties of M`,v .
 Lemma 10 (restated). Suppose M1 is an NFW acceptor inspecial form and M2 is an NFW or NBW acceptor. Then anacceptor M for [M1] · [M2] can be constructed such that
 1) |M | |M1| + |M2|,2) the out-degree of M is at most the maximum of out-
 degrees of M1 and M2,3) M can be constructed in polynomial time,4) M is deterministic if M1 and M2 are deterministic,5) M is an NFW in special form if M2 is an NFW in
 special form.
 Proof. Assume the states of M1 and M2 are disjoint. IfM1 has no accepting state then [M1] = ; and we takeM to be a one-state acceptor of the same kind as M2 thatrecognizes ;. Otherwise, M1 has one accepting state q1 with
 no out transitions. If q1 is also the initial state of M1, then[M1] = {"} and we take M = M2.
 Otherwise, M is constructed by taking the union of thetwo machines, removing the state q1 and redirecting all thetransitions to q1 in M1 to the initial state of M2. The initialstate of M is the initial state of M1, and the accepting statesof M are the accepting states of M2.
 Then M is an NFW acceptor if M2 is an NFW acceptor,and an NBW acceptor if M2 is an NBW acceptor. It isstraightforward to verify the required properties of M .
 Lemma 11 (restated). Suppose M1 is an NFW acceptor inspecial form. Then an NBW acceptor M for [M1]! can beconstructed such that
 1) |M | |M1|,2) the out-degree of M is at most the out-degree of M1,3) M can be constructed in polynomial time,4) M is deterministic if M1 is deterministic.
 Proof. If M1 has no accepting states then [M1] = ;. Other-wise, M1 has one accepting state with no out transitions. If theaccepting state of M1 is also its initial state, then [M1] = {"}.In these two cases, [M1]! = ; and we take M to be an NBWacceptor with one state and no accepting states.
 Otherwise, we construct M by removing from M1 its uniqueaccepting state q1 and redirecting all the transitions into q1 tothe initial state of M1. The initial state of M1 becomes theunique accepting state of M . It is straightforward to verify therequired properties of M .
 MQ ORACLE EQ ORACLE MQ ORACLE EQ ORACLEfor L for L for Trees(L) for Trees(L)
 MQ EQ MQ EQORACLE ORACLE ORACLE ORACLE
 for L for L for forTrees(L) Trees(L)
 A ATrees
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 [11] C. Loding, “Automata on infinite trees,” 2011, available online fromauthor.
 [12] U. Boker, D. Kuperberg, O. Kupferman, and M. Skrzypczak, “Nonde-terminism in the presence of a diverse or unknown future,” in Automata,Languages, and Programming - 40th International Colloquium, ICALP2013, Riga, Latvia, July 8-12, 2013, Proceedings, Part II, 2013, pp.89–100.
 [13] O. Kupferman, S. Safra, and M. Y. Vardi, “Relating word and treeautomata,” Annals of Pure and Applied Logic, vol. 138, pp. 126–146,2006.
 [14] D. Niwinski and I. Walukiewicz, “Relating hierarchies of word andtree automata,” in In Symposium on Theoretical Aspects in ComputerScience, LNCS 1373. Springer-Verlag, 1998, pp. 320–331.
 [15] D. Kuperberg and M. Skrzypczak, “On determinisation of good-for-games automata,” in Automata, Languages, and Programming - 42ndInternational Colloquium, ICALP 2015, Kyoto, Japan, July 6-10, 2015,Proceedings, Part II, 2015, pp. 299–310.
 [16] D. Angluin, “Queries and concept learning,” Machine Learning, vol. 2,no. 4, pp. 319–342, 1988.
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 Figure 1 The reduction framework
 Since we don’t have access to usqs weinvestigate whether we can obtain such quer-ies given the queries we have. We showthat unrestricted subset queries can be simu-lated by restricted subset queries. Restrictedsubset queries (rsq) on ω-words are sub-set queries that are not accompanied bycounterexamples. This essentially meansthat there is a way to construct a desiredcounterexample without it being given. Todischarge the use of restricted subset queries(as the learner is not provided such querieseither) we investigate the relation betweensubsets of ω-words and ω-trees. Finally, weshow that the desired subset queries on ω-words can be given to the ω-tree learning algorithm by means of ω-tree membership queries.From these we can construct a series of procedures to implement the grayed area.
 The subsequent sections contain definitions of ω-words, ω-trees and automata processingthem, derived ω-tree languages, the problem of learning classes of ω-word and ω-tree languages,preliminary results, the algorithm for the main reduction, and discussion. Many proof detailsare omitted because of space limitations.
 2 Definitions
 2.1 Words and trees(For more details see Grädel, Thomas and Wilke [10], Perrin and Pin [18], and Löding [14].)Let Σ be a fixed finite alphabet of symbols. The set of all finite words over Σ is denoted Σ∗.The empty word is denoted ε, and the length of a finite word x is denoted |x|. Σ+ is theset of all nonempty finite words over Σ, and for a nonnegative integer k, Σk is the set of allfinite words over Σ of length equal to k. A finite word language is a subset of Σ∗.
 An ω-word over Σ is an infinite sequence w = σ1σ2σ3 · · · where each σi ∈ Σ. The set of
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 all ω-words over Σ is denoted Σω. An ω-word language is a subset of Σω. The ω-regularexpressions are analogous to finite regular expressions, with the added operation Sω, whereS is a set of finite words, and the restriction that concatenation may combine two sets offinite words, or a set of finite words and a set of ω-words. The set Sω is the set of all ω-wordss1s2 · · · such that for each i, si ∈ S and si 6= ε. For example, (a+ b)∗(a)ω is the set of allω-words over {a, b} that contain finitely many occurrences of b.
 If S ⊆ Σ∗, n is a nonnegative integer and u ∈ Σ∗, we define the length and prefix restrictedversion of S by S[n, u] = S ∩ Σn ∩ (u · Σ∗). This is the set of all words in S of length n thatbegin with the prefix u. We also define the length restricted version of S by S[n] = S[n, ε],that is, the set of all words in S of length n.
 Let d be a positive integer. We consider Td, the unlabeled complete d-ary ω-tree whosedirections are specified by D = {1, . . . , d}. The nodes of Td are the elements of D∗. The rootof Td is the node ε, and the children of node v are v · i for i ∈ D. An infinite path π in Tdis a sequence x0, x1, x2, . . . of nodes of Td such that x0 is the root and for all nonnegativeintegers n, xn+1 is a child of xn. An infinite path in Td corresponds to an ω-word over Dgiving the sequence of directions traversed by the path starting at the root.
 A labeled d-ary ω-tree (or just ω-tree) is given by a mapping t : D+ → Σ that assigns asymbol in Σ to each non-root node of Td. We may think of t as assigning the symbol t(v · i)to the tree edge from node v to its child node v · i. The set of all labeled d-ary ω-trees isdenoted TΣ
 d . An ω-tree language is a subset of TΣd . If π = x0, x1, x2, . . . is an infinite path of
 Td, then we define t(π) to be the ω-word t(x1), t(x2), . . . consisting of the sequence of labelsof the non-root nodes of π in t. (Recall that t does not label the root node.)
 2.2 Automata on wordsA finite state word automaton is given by a tuple M = (Q, q0, δ), where Q is a finite set ofstates, q0 ∈ Q is the initial state, and δ : Q× Σ→ 2Q is the (nondeterministic) transitionfunction. The automaton is deterministic if δ(q, σ) contains at most one state for every(q, σ) ∈ Q× Σ, and complete if δ(q, σ) contains at least one state for every (q, σ) ∈ Q× Σ.For a complete deterministic automaton we extend δ to map Q× Σ∗ to Q in the usual way.
 Let x = σ1σ2 · · ·σk be a finite word, where each σn ∈ Σ. A run of M on x is a sequenceof k + 1 states r0, r1, . . . , rk such that r0 = q0 is the initial state and rn ∈ δ(rn−1, σn) forintegers 1 ≤ n ≤ k. Let w = σ1σ2 · · · be an ω-word, where each σn ∈ Σ. A run of M onw is an infinite sequence of states r0, r1, r2, . . . such that r0 = q0 is the initial state andrn ∈ δ(rn−1, σn) for all positive integers n.
 A nondeterministic finite acceptor is given by M = (Q, q0, δ, F ), where (Q, q0, δ) is a finitestate word automaton, and the new component F ⊆ Q is the set of accepting states. M is adeterministic finite acceptor if δ is deterministic. Let M be a nondeterministic finite acceptorand x ∈ Σ∗ a finite word of length n. M accepts x iff there is a run r0, r1, . . . , rn of M onx such that rn ∈ F . The language recognized by M is the set of all finite words acceptedby M , denoted by [M ]. The class of all finite word languages recognized by deterministicfinite acceptors is denoted by DFW, and by nondeterministic finite acceptors, NFW. Theserepresentations are equally expressive, that is, NFW = DFW.
 Turning to finite state word automata processing ω-words, a variety of different acceptancecriteria have been considered. Such an acceptor is given by a tuple M = (Q, q0, δ, α), where(Q, q0, δ) is a finite state word automaton and α specifies a mapping from 2Q to {0, 1} whichgives the criterion of acceptance for an ω-word w.
 Given an ω-word w and a run r = r0, r1, . . . of M on w, we consider the set Inf(r) of allstates q ∈ Q such that rn = q for infinitely many indices n. The acceptor M accepts the
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 ω-word w iff there exists a run r of M on w such that α(Inf(r)) = 1. That is, M accepts wiff there exists a run of M on w such that the set of states visited infinitely often in the runsatisfies the acceptance criterion α. The language recognized by M is the set of all ω-wordsaccepted by M , denoted [M ].
 For a Büchi acceptor, the acceptance criterion α is specified by giving a set F ⊆ Q ofaccepting states and defining α(S) = 1 iff S ∩ F 6= ∅. In words, a Büchi acceptor M acceptsw if and only if there exists a run r of M on w such that at least one accepting state isvisited infinitely often in r. For a co-Büchi acceptor, the acceptance criterion α is specifiedby giving a set F ⊆ Q of rejecting states and defining α(S) = 1 iff S ∩ F = ∅. For a parityacceptor, α is specified by giving a function c mapping Q to an interval of integers [i, j],(called colors or priorities) and defining α(S) = 1 iff the minimum integer in c(S) is even.
 A parity automaton is said to be weak if no two strongly connected states have distinctcolors, i.e., if looking at the partition of its states to maximal strongly connected components(MSCCs) all states of an MSCC have the same color. Clearly every weak parity automatoncan be colored with only two colors, one even and one odd, in which case the colors are oftenreferred to as accepting or rejecting. It follows that a weak parity automaton can be regardedas either a Büchi or a coBüchi automaton. If in addition no rejecting MSCC is reachablefrom an accepting MSCC, the acceptor is said to be weak Büchi. Likewise, a weak parityacceptor where no accepting MSCC is reachable from a rejecting MSCC, is said to be weakcoBüchi acceptor.
 DPW
 DBW DCW
 DwPW
 DwBW DwCW
 Figure 2Expressivenesshierarchy of ω-acceptors [21, 16].
 The classes of languages of ω-words recognized by these kinds ofacceptors will be denoted by three/four-letter acronyms, with N or D(for nondeterministic or deterministic), B, C, P, wB, wC or wP (forBüchi, co-Büchi, parity or their respective weak variants) and then W(for ω-words). Thus DwBW is the class of ω-word languages recognizedby deterministic weak Büchi word acceptors. Concerning the expressivepower of various types of acceptors, previous research has established thefollowing results. The weak variants are strictly less expressive than thenon-weak variants. Deterministic parity automata are more expressivethan deterministic Büchi and coBüchi automata and the same is truefor their weak variants. These results are summarized in Fig. 2. Inaddition, NBW = DPW = NPW and DwPW = DCW∩DBW. The class of regular ω-languagesis the class DPW, and the class of weak regular ω-languages is the class DwPW.
 2.3 Automata on treesAcceptors on d-ary ω-trees are equipped with analogous accepting conditions. Such anacceptor is given by a tuple M = (Q, q0, δ, α), where Q is a finite set of states, q0 ∈ Q isthe initial state, the transition function δ is a map from Q and d-tuples of symbols to setsof d-tuples of states, that is, δ : Q× Σd → 2Qd , and the acceptance criterion α specifies afunction from 2Q to {0, 1}. We may think of the acceptor as running top down from theroot of the tree, at each node nondeterministically choosing a permissible d-tuple of statesfor the d children of the node depending on the state assigned to the node and the d-tuple ofsymbols on its outgoing edges.
 We define a run of M on the ω-tree t as a mapping r from the nodes of Td to Q such thatr(ε) = q0 and for every node x, we have (r(x · 1), . . . , r(x · d)) ∈ δ(r(x), (t(x · 1), . . . , t(x · d))).That is, the root is assigned the initial state and for every node, the ordered d-tuple of statesassigned to its children is permitted by the transition function. The acceptor M acceptsthe ω-tree t iff there exists a run r of M on t such that for every infinite path π, we have
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 α(Inf(r(π))) = 1. That is, there must be at least one run in which, for every infinite path,the set of states that occur infinitely often on the path satisfies the acceptance criterion α.The ω-tree language recognized by M is the set of all ω-trees accepted by M , denoted [M ].
 The specification of the acceptance criterion α is as for ω-word acceptors, yieldingBüchi, co-Büchi and parity ω-tree acceptors. If the transition function specifies at most onepermissible d-tuple of states for every element of Q× Σd, then the acceptor is deterministic.The corresponding classes of ω-tree languages are also denoted by three-letter acronyms,where the last letter is T for ω-trees. For ω-trees, the class of all regular ω-tree languages isNPT and NBT is a proper subclass of NPT. For any automaton or acceptor M , we denotethe number of its states by |M |.
 3 Derived ω-tree languages
 Given an ω-tree t we define the ω-word language paths(t) consisting of the ω-words labelingits infinite paths. That is, we define
 paths(t) = {t(π) | π is an infinite path in Td}.
 If L is an ω-word language and d is a positive integer, we define a corresponding language ofd-ary ω-trees derived from L as follows:
 Treesd(L) = {t ∈ TΣd | paths(t) ⊆ L}.
 That is, Treesd(L) consists of all d-ary ω-trees such that every infinite path in the tree islabeled by an element of L. If C is any class of ω-word languages, Treesd(C) denotes theclass of all ω-tree languages Treesd(L) such that L ∈ C.
 3.1 Derived tree languagesNot every regular d-ary ω-tree language can be derived in this way from an ω-word language.As an example, consider the language La of all binary ω-trees t over Σ = {a, b} such thatthere is at least one node labeled with a. An NBT acceptor can recognize La by guessing andchecking a path that leads to an a. However, if La = Trees2(L) for some ω-word language L,then because there are ω-trees in La that have infinite paths labeled exclusively with b, wemust have bω ∈ L, so the binary ω-tree labeled exclusively with b would also be in Trees2(L),a contradiction.
 Given an ω-word acceptor M = (Q, q0, δ, α), we may construct a related ω-tree acceptorMT,d = (Q, q0, δ
 T,d, α) as follows. For all q ∈ Q and all (σ1, . . . , σd) ∈ Σd, define
 δT,d(q, (σ1, . . . , σd)) = {(q1, . . . , qd) | ∀i ∈ D, qi ∈ δ(q, σi)}.
 That is, the acceptor MT,d may continue the computation at a child of a node with any statepermitted by M , independently chosen. It is tempting to think that [MT,d] = Treesd([M ]),but this may not be true when M is not deterministic.
 I Lemma 1. Given an ω-word acceptor M , we have that [MT,d] ⊆ Treesd([M ]) with equalityif M is deterministic.
 Boker et al. [6] give the following example to show that the containment asserted inLemma 1 may be proper if M is not deterministic. The ω-language L specified by (a+ b)∗bωcan be recognized by the nondeterministic Büchi acceptor M with two states, q0 and
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 q1, transition function δ(q0, a) = {q0}, δ(q0, b) = {q0, q1}, δ(q1, b) = {q1}, and acceptingstate set {q1}. Let d = 2, specifying binary trees with directions {1, 2}. Then MT,2 isa nondeterministic ω-tree acceptor, but the following example shows [MT,2] ( Trees2(L).Consider the binary ω-tree t that labels every node in 1∗2 with a and every other non-rootnode with b. Clearly t ∈ Trees2(L) because every infinite path in t has at most one a, but norun of MT,2 can satisfy the acceptance criterion on the path 1ω. Suppose r were an acceptingrun of MT,2 on t. Then for some n ≥ 0, r(1n) would have to be equal to q1. But then sucha mapping r would not be a valid run because 1n2 is labeled by a and δT,2(q1, (b, a)) = ∅because δ(q1, a) = ∅.
 3.2 Good for trees
 This phenomenon motivates the following definition. An ω-word acceptor M is good for treesiff for any positive integer d, [MT,d] = Treesd([M ]). Nondeterministic ω-word acceptors thatare good for trees are equivalent in expressive power to deterministic ω-word acceptors, asstated by the following result of Boker et al.
 I Theorem 2. [6] Let L be a regular ω-word language and d ≥ 2. If Treesd(L) is recognizedby a nondeterministic ω-tree acceptor with acceptance criterion α, then L can be recognizedby a deterministic ω-word acceptor with acceptance criterion α.
 This theorem generalizes prior results of Kupferman, Safra and Vardi for Büchi ac-ceptors [13] and Niwiński and Walukiewicz for parity acceptors [17]. One consequence ofTheorem 2 is that when d ≥ 2, nondeterministic ω-word acceptors that are good for trees arenot more expressive than the corresponding deterministic ω-word acceptors. Also, for d ≥ 2,nondeterminism does not increase expressive power over determinism when recognizing ω-treelanguages of the form Treesd(L). To see this, if N is a nondeterministic ω-tree acceptor withacceptance criterion α recognizing Treesd(L) then there is a deterministic ω-word acceptorMwith acceptance criterion α such that [M ] = L, and MT,d is a deterministic ω-tree acceptorwith acceptance criterion α that also recognizes Treesd(L).
 However, it is possible that nondeterminism permits acceptors with smaller numbers ofstates. Kuperberg and Skrzypczak [12] have shown that for an NBT acceptor M recognizingTreesd(L), there is a DBW acceptor with at most |M |2 states recognizing L, so nondeterminismgives at most a quadratic savings for Büchi tree acceptors that are good for trees. However,they have also shown that the blowup in the case of nondeterministic co-Büchi tree acceptors(and all higher parity conditions) is necessarily exponential in the worst case.
 4 Learning tree languages
 We address the problem of learning derived ω-tree languages by giving a polynomial timereduction of the problem of learning Treesd(C) to the problem of learning C. The paradigmof learning we consider is exact learning with membership queries and equivalence queries.Maler and Pnueli [15] have given a polynomial time algorithm to learn the class of weakregular ω-languages using membership and equivalence queries. Their algorithm and thereduction we give in Theorem 10 prove the following theorem.
 I Theorem 3. For every positive integer d, there is a polynomial time algorithm to learnTreesd(DwPW) using membership and equivalence queries.
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 4.1 Representing examplesFor a learning algorithm, the examples tested by membership queries and the counterexamplesreturned by equivalence queries need to be finitely represented. For learning regular ω-wordlanguages, it suffices to consider ultimately periodic ω-words, that is, words of the formu(v)ω for finite words u ∈ Σ∗ and v ∈ Σ+. If two regular ω-word languages agree on all theultimately periodic ω-words, then they are equal. The pair (u, v) of finite words representsthe ultimately periodic word u(v)ω.
 The corresponding class of examples in the case of regular ω-tree languages is the class ofregular ω-trees. These are ω-trees that have a finite number of nonisomorphic complete infinitesubtrees. We represent a regular ω-tree t by a regular ω-tree automaton At = (Q, q0, δ, τ),where (Q, q0, δ) is a complete deterministic finite state word automaton over the inputalphabet D = {1, . . . , d} and τ is an output function that labels each transition with anelement of Σ. That is, τ : Q×D → Σ. The regular ω-tree t represented by such an automatonAt is defined as follows. For x ∈ D+, let i ∈ D be the last symbol of x and let x′ be the restof x, so that x = x′ · i. Then define t(x) = τ(δ(q0, x
 ′), i), that is, t(x) is the label assigned byτ to the last transition in the unique run of At on x.
 Rabin [19] proved that if two regular ω-tree languages agree on all the regular ω-trees thenthey are equal. Thus, ultimately periodic ω-words and regular ω-trees are proper subsets ofexamples that are nonetheless sufficient to determine the behavior of regular ω-word andω-tree acceptors on all ω-words and ω-trees, respectively.
 4.2 Types of queries for learningWe consider the situation in which a learning algorithm A is attempting to learn an initiallyunknown target language L of ω-words from a known class C ⊆ DBW. The information that Agets about L is in the form of answers to queries of specific types [2]. The learning algorithmwill use membership and equivalence queries; in addition, restricted and unrestricted subsetqueries will be considered in the proof.
 In a membership query about L, abbreviated mq, the algorithm A specifies an exampleas a pair of finite words (u, v) and receives the answer “yes” if u(v)ω ∈ L and “no” otherwise.In an equivalence query about L, abbreviated eq, the algorithm A specifies a hypothesislanguage [M ] as a DBW acceptor M , and receives either the answer “yes” if L = [M ], or“no” and a counterexample, that is, a pair of finite words (u, v) such that u(v)ω ∈ (L⊕ [M ]),where B ⊕ C denotes the symmetric difference of sets B and C.
 In a restricted subset query about L, abbreviated rsq, the algorithm A specifies ahypothesis language [M ] as a DBW acceptor M , and receives the answer “yes” if [M ] ⊆ Land “no” otherwise. An unrestricted subset query about L, abbreviated usq, is like a restrictedsubset query, except that in addition to the answer of “no”, a counterexample (u, v) is providedsuch that u(v)ω ∈ ([M ] \ L).
 A learning algorithm A using specific types of queries exactly learns a class C of ω-wordlanguages iff for every L ∈ C, the algorithm makes a finite number of queries of the specifiedtypes about L and eventually halts and outputs a DBW acceptor M such that [M ] = L.The algorithm runs in polynomial time iff there is a fixed polynomial p such that for everyL ∈ C, at every point the number of steps used by A is bounded by p(n,m), where n isthe size of the smallest DBW acceptor recognizing L, and m is the maximum length of anycounterexample A has received up to that point.
 The case of a learning algorithm for ω-tree languages is analogous, except that theexamples and counterexamples are given by regular ω-tree automata, and the hypotheses
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 provided to equivalence or subset queries are represented by DBT acceptors. We also considercases in which the inputs to equivalence or subset queries may be NBW or NBT acceptors.
 5 Framework of a reduction
 Suppose A is a learning algorithm that uses membership and equivalence queries and exactlylearns a class C ⊆ DBW. We shall describe an algorithm ATrees that uses membership andequivalence queries and exactly learns the derived class Treesd(C) of ω-tree languages. Notethat Treesd(C) ⊆ DBT.
 The algorithm ATrees with target concept Treesd(L) simulates algorithm A with targetconcept L. In order to do so, ATrees must correctly answer membership and equivalencequeries from A about L by making one or more membership and/or equivalence queriesof its own about Treesd(L). Before describing ATrees we establish some basic results aboutregular ω-trees.
 5.1 Testing acceptance of a regular ω-tree
 We describe a polynomial time algorithm Accepted?(At,M) that takes as input a regularω-tree t represented by a regular ω-tree automaton At = (Q1, q0,1, δ1, τ1) and a DBW acceptorM = (Q2, q0,2, δ2, F2) and determines whether or not MT,d accepts t. If not, it also outputsa pair (u, v) of finite words such that u(v)ω ∈ (paths(t) \ [M ]).
 Algorithm 1 : Accepted?(At,M)Require: At = (Q1, q0,1, δ1, τ1) representing t;M = (Q2, q0,2, δ2, F2), a complete DBW acceptor
 Ensure: Return “yes” if MT,d accepts telse return “no” and (u, v) with u(v)ω ∈ (paths(t) \ [M]).
 let Q = Q1 ×Q2let q0 = (q0,1, q0,2)for all (q1, q2) ∈ Q and i ∈ D do
 let δ((q1, q2), i) = (δ1(q1, i), δ2(q2, τ1(q1, i)))let F = {(q1, q2) | q2 ∈ F2}let M ′ = (Q, q0, δ, F )if [M ′] = Dω then
 return “yes”else
 find x(y)ω ∈ (Dω \ [M ′])let u(v)ω = t(x(y)ω)return “no” and (u, v)
 We may assumeM is complete by adding (if necessary) a new non-accepting sink state anddirecting all undefined transitions to the new state. We construct a DBW acceptor M ′ overthe alphabet D = {1, . . . , d} by combining At and M as follows. The states are Q = Q1×Q2,the initial state is q0 = (q0,1, q0,2), the set of accepting states is F = {(q1, q2) | q2 ∈ F2},and the transition function δ is defined by δ((q1, q2), i) = (δ1(q1, i), δ2(q2, τ1(q1, i))) for all(q1, q2) ∈ Q and i ∈ D. For each transition, the output of the regular ω-tree automaton At isthe input of the DBW acceptor M .
 An infinite path π in t corresponds to an ω-word z ∈ Dω, giving the sequence of directionsfrom the root. The unique run of M ′ on z traverses a sequence of states; if we project outthe first component, we get the run of At on z, and if we project out the second component,we get the run of M on t(π). Then MT,d accepts t iff M accepts t(π) for every infinite pathπ, which is true iff [M ′] = Dω. This in turn is true iff every nonempty accessible recurrentset of states in M ′ contains at least one element of F .
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 A set S of states is recurrent iff for all q, q′ ∈ S, there is a nonempty finite word v suchthat δ(q, v) = q′ and for every prefix u of v we have δ(q, u) ∈ S. A set S of states is accessibleiff for every q ∈ S there exists a finite word u such that δ(q0, u) = q.
 The algorithm to test whether MT,d accepts t first removes from the transition graph ofM ′ all states that are not accessible. It then removes all states in F and tests whether thereis any cycle in the remaining graph. If not, then MT,d accepts t. Otherwise, there is a stateq in Q and finite words x ∈ D∗ and y ∈ D+ such that δ(q0, x) = q and δ(q, y) = q and noneof the states traversed from q to q along the path y are in F . Thus, x(y)ω is an ultimatelyperiodic path π that does not visit F infinitely often, and letting u(v)ω be t(x(y)ω), we haveu(v)ω ∈ (paths(t) \ [M ]), so the pair (u, v) is returned in this case. The required graphoperations are standard and can be accomplished in time polynomial in |M | and |At|.
 5.2 Representing a language as paths of a treeWhen the algorithm ATrees makes a membership query about Treesd(L) with a regular ω-treet, the answer is “yes” if paths(t) ⊆ L and “no” otherwise. Thus, this query has the effectof a restricted subset query about L with paths(t). But this does not give us restrictedsubset queries about L for arbitrary DBW languages. We show below that if [M ] is a safetylanguage, then it may be represented as paths(t) for a regular ω-tree t.
 An ω-word language L is a safety language iff L is a regular ω-word language and forevery ω-word w not in L, there exists a finite prefix x of w such that no ω-word with prefixx is in L. A language is safety iff it is in the class DwCW. An alternative characterization isthat there is an NBW acceptor M = (Q, q0, δ, Q), all of whose states are accepting, such that[M ] = L. In this case, the acceptor is typically not complete (otherwise it recognizes Σω).An example of a language in DwPW that is not a safety language is a∗b∗(a)ω. Although bωis not in the language, every finite prefix bk is a prefix of some ω-word in the language.
 The following lemmas show a close connection between NBW acceptors of safety languagesand paths(t) for regular ω-trees t. The constructions in Lemmas 4 and 5 can be done inpolynomial time. Lemma 5 is used in the proof of Lemma 9.
 I Lemma 4. If At is a regular ω-tree automaton representing an ω-tree t, then paths(t) isa safety language recognizable by an NBW acceptor M with |M | = |At|.
 For the converse, representing a safety language as the paths of a regular ω-tree, we requirea lower bound on d, the arity of the tree. If M = (Q, q0, δ, F ) is an NBW acceptor and q ∈ Q,we define the set of transitions out of q to be transitions(q) = {(σ, r) | σ ∈ Σ∧r ∈ δ(q, σ)}. Wedefine the out-degree of M to be the maximum over q ∈ Q of the cardinality of transitions(q).
 I Lemma 5. Let L be a safety language recognized by NBW acceptor M = (Q, q0, δ, Q).Suppose the out-degree of M is at most d. Then there is a d-ary regular ω-tree t such thatpaths(t) = L, and t is representable by At with |At| = |M |.
 The NBW acceptor in the proof of Lemma 4 can be determinized via the subset con-struction to give a DBW acceptor of size at most 2|At| recognizing the same language. Inthe worst case this exponential blow up in converting a regular ω-tree automaton to a DBWacceptor is necessary, as shown by the following.
 I Lemma 6. There exists a family of regular ω-trees t1, t2, . . . such that tn can be representedby a regular ω-tree automaton of size n + 2, but the smallest DBW acceptor recognizingpaths(tn) has size at least 2n.
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 If t is a d-ary regular ω-tree represented by the regular ω-tree automaton At, thenacceptor(At) denotes the NBW acceptor M recognizing paths(t) constructed from At in theproof of Lemma 4. Note that the out-degree of acceptor(At) is at most d.
 If M is an NBW acceptor such that [M ] is a safety language and the out-degree of M isat most d, then treed(M) denotes the regular ω-tree automaton At constructed from M inthe proof of Lemma 5. We also use the notation treed(L) if L is a safety language and theimplied acceptor for L is clear.
 For example, given finite words u ∈ Σ∗ and v ∈ Σ+, the singleton set containing u(v)ω isa safety language recognized by a DBW of out-degree 1 and size linear in |u|+ |v|. Thentreed(u(v)ω) represents the d-ary tree all of whose infinite paths are labeled with u(v)ω.
 6 The algorithm ATrees
 We now describe the algorithm ATrees, which learns Treesd(L) by simulating the algorithmA and answering the membership and equivalence queries of A about L. It is summarizedin Algorithm 2 (at the end of the document).
 Algorithm 2 : ATreesRequire: Learning algorithm A for C;
 mq and eq access to Treesd(L) for L ∈ CEnsure: Acceptor MT,d such that [MT,d] = Treesd(L)
 while A has not halted doif next step of A is not a query then
 simulate next step of Aelse if A asks mq(u, v) about L then
 answer A with mq(treed(u(v)ω)) about Treesd(L)else if A asks eq(M) about L then
 ask eq(MT,d) about Treesd(L)if eq(MT,d) answer is “yes” then
 return MT,d and haltelse {eq(MT,d) answer is counterexample tree t given by At}
 if Accepted?(At,M) returns “no” with value (u, v) thenanswer A with (u, v)
 else {Accepted?(At,M) returns “yes”}let M ′ = acceptor(At)for all accepting states q of M ′ do
 simulate in parallel Findctrex(M ′, q)terminate all computations and answer A with the first (u, v) returned
 [A halts with output M ]return MT,d and halt
 If A asks a membership query with (u, v) then ATrees constructs the regular ω-treeautomaton treed(u(v)ω) representing the d-ary regular ω-tree all of whose infinite paths arelabeled u(v)ω, and makes a membership query with treed(u(v)ω). Because u(v)ω ∈ L iff thetree represented by treed(u(v)ω) is in Treesd(L), the answer to the query about treed(u(v)ω)is simply given to A as the answer to its membership query about (u, v).
 For an equivalence query from A specified by a DBW acceptor M , the algorithm ATreesconstructs the corresponding DBT acceptor MT,d, which recognizes Treesd([M ]), and makesan equivalence query with MT,d. If the answer is “yes”, the algorithm ATrees has succeededin learning the target ω-tree language Treesd(L) and outputs MT,d and halts. Otherwise,the counterexample returned is a regular ω-tree t in [MT,d]⊕ Treesd(L), represented by aregular ω-tree automaton At. A call to the algorithm Accepted?(At,M) determines whetherMT,d accepts t. If MT,d rejects t, then t ∈ Treesd(L) and t is a positive counterexample. IfMT,d accepts t, then t 6∈ Treesd(L) and t is a negative counterexample. We consider thesetwo cases.
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 If t is a positive counterexample then we know that t ∈ Treesd(L) and therefore paths(t) ⊆L. Because t /∈ [MT,d], the acceptor M must reject at least one infinite path in t. Inthis case, the algorithm Accepted?(At,M) returns a pair of finite words (u, v) such thatu(v)ω ∈ (paths(t) \ [M ]), and therefore u(v)ω ∈ (L \ [M ]). The algorithm ATrees returns thepositive counterexample (u, v) to A in response to its equivalence query with M .
 If t is a negative counterexample, that is, t ∈ ([MT,d] \ Treesd(L)), then we know thatpaths(t) ⊆ [M ], but at least one element of paths(t) is not in L, so ([M ] \ L) 6= ∅. Ideally,we would like to extract an ultimately periodic ω-word u(v)ω ∈ (paths(t) \ L) and provide(u, v) to A as a negative counterexample in response to its equivalence query with M .
 If we could make an unrestricted subset query with paths(t) about L, then the counter-example returned would be precisely what we need.
 As noted previously, if t is any regular ω-tree then we can simulate a restricted subsetquery with paths(t) about L by making a membership query with t about Treesd(L), becausepaths(t) ⊆ L iff t ∈ Treesd(L). In order to make use of this, we next show how to userestricted subset queries about L to implement an unrestricted subset query about L.
 6.1 Restricted subset queriesTo establish basic techniques, we show how to reduce unrestricted subset queries to restrictedsubset queries for nondeterministic or deterministic finite acceptors over finite words. SupposeL ⊆ Σ∗ and we may ask restricted subset queries about L. In such a query, the input is anondeterministic (resp., deterministic) finite acceptor M , and the answer is “yes” if [M ] isa subset of L, and “no” otherwise. If the answer is “no”, we show how to find a shortestcounterexample u ∈ ([M ] \ L) in time polynomial in |M | and |u|.
 I Theorem 7. There is an algorithm R∗ with input M , an NFW (resp., DFW), andrestricted subset query access to a language L with NFW (resp., DFW) acceptors as inputs,that correctly answers the unrestricted subset query with M about L. If L is recognized by aDFW TL, then R∗(M) runs in time bounded by a polynomial in |M | and |TL|.1
 The idea of the proof is to first establish the minimal length ` of a counterexample,and then try to extend the prefix ε letter by letter until obtaining a full length minimalcounterexample (see Appendix A). Note that trying to establish a prefix of a counterexampleletter by letter, without obtaining a bound first, may not terminate. For instance, ifL = Σ∗ \ a∗b, one can establish the sequence of prefixes ε, a, aa, aaa, . . . and never reach acounterexample.
 We now turn to the ω-word case.
 I Theorem 8. There is an algorithm Rω with input M and restricted subset query accessabout L, (a language recognized by a DBW acceptor TL) that correctly answers the unrestrictedsubset query with M about L. Rω(M) runs in time bounded by a polynomial in |M | and|TL|. If M is a DBW acceptor, then all the restricted subset queries will also be with DBWacceptors.
 For the sake of generality, the proof considers subset queries with NBW acceptors. Theprocedure Rω(M) takes as input an NBW acceptor M , and has restricted subset queryaccess (with NBW acceptors as inputs) to L; it is summarized in Algorithm 3. It first asks arestricted subset query with M about L, returning the answer “yes” if its query is answered
 1 The cardinality of Σ is treated as a constant.
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 “yes”. Otherwise, for each q ∈ F , it constructs the acceptor Mq = (Q, q0, δ, {q}) with thesingle accepting state q and asks a restricted subset query with Mq about L, until the firstquery answered “no”. There will be at least one such query answered “no” because anyelement of ([M ]\L) must visit at least one accepting state q of M infinitely many times, andwill therefore be in [Mq]. The procedure Rω(M) then calls the procedure Findctrex(M, q)to find a counterexample to return — i.e. a pair (u, v) such that u(v)ω ∈ ([M ] \ L).
 6.2 Producing a counterexampleThe first challenge encountered in producing a counterexample, in comparison to the finiteword case, is that one needs to work out both the period and the prefix of the counterexampleto be found, and the two are correlated. Define Lq0,q to be the set of finite words that leadfrom the initial state q0 to the state q in M , and define Lq,q to be the set of nonempty finitewords that lead from q back to q in M . Because the language Lq0,q · (Lq,q)ω is exactly theset of strings recognized by Mq, we know that Lq0,q · (Lq,q)ω \ L 6= ∅.
 The procedure Findctrex(M, q) first finds a suitable period, corresponding to a boundedsize of a prefix yet to be found, and then finds a prefix of that size in a similar manner tothe finite word case.
 Since finding the period is more challenging than the prefix, we explain the procedureFindprefix(M, q, v) first. The procedure Findprefix(M, q, v), summarized in Algorithm 5,finds a prefix word u given a period word v which loops on state q and is guaranteed to be aperiod of a valid counterexample. It first finds a length k such that there exists u ∈ Lq0,q oflength k such that uvω /∈ L. Then it finds such a word u symbol by symbol. Note that ituses length and prefix restricted versions of Lq0,q.
 Finding the periodic part is much more challenging. Indeed, even if one knows that thereis a period of the form (aΣ`)ω for some ` then the size of the smallest period may be biggerthan `+ 1. For instance, if L = Σω \ (abbaccadd)ω then there is a period of the form (aΣ2)ωbut the shortest period of a counterexample is of size 9.
 Procedure Findperiod(M, q), summarized in Algorithm 6, starts from the condition
 Lq0,q · (Lq,q)ω \ L 6= ∅
 and finds a sequence of words v1, v2, . . . ∈ Lq,q such that for each n ≥ 1,
 Lq0,q · (v1v2 · · · vn · Lq,q)ω \ L 6= ∅.
 For a sufficiently long such sequence, there exists a subsequence v = (vi · · · vj) that is asuitable period word, as we illustrate in Appendix C.2.
 The procedure Nextword(M, q, y), summarized in Algorithm 7, is called with y =v1v2 · · · vn and finds a suitable next word vn+1. After determining a length `, it repeatedlycalls the procedure Nextsymbol(M, q, y, `, v′) to determine the next symbol of a suitableword of length `.
 The procedure Nextsymbol(M, q, y, `, v′), summarized in Algorithm 8, is called to find afeasible next symbol with which to extend v′ in the procedure Nextword.
 7 Correctness
 The main hurdle in proving correctness of algorithm ATrees is to prove Theorem 8. Thepolynomial bound in the proof of Theorem 8 is obtained through a sequence of lemmas(Lemmas 12 to 14) bounding the size of the acceptors used in ATrees subprocedures and the
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 length restrictions and running time in calls to rsq made by these procedures. Appendix C.1deals with bounding the acceptors, and Appendix C.2 deals with the more challenging part,providing the length restrictions. In the following we conclude with the theorem stating thecorrectness of algorithm ATrees.
 The lemmas established in the previous subsection also show the correctness and runningtime of Findctrex(M ′, q) when called by ATrees, provided that each rsq about L is correctlyanswered and q satisfies the precondition of Findctrex.
 To complete the consideration of representation issues, we must prove that ATrees cansuccessfully simulate Findctrex as stated in Lemma 9.
 I Lemma 9. When ATrees simulates Findctrex(M ′, q) in response to a negative counter-example t, every rsq can be simulated with a mq about Treesd(L).
 If q does not satisfy the precondition of Findctrex, then the procedure may run forever.However, at least one accepting state q satisfies the precondition, so at least one simulationwill halt and return (u, v), at which point ATrees terminates the other simulations. Thisconcludes the proof of the reduction given by ATrees, whose general statement is given inTheorem 10.
 I Theorem 10. Suppose C ⊆ DBW and A is a polynomial time algorithm that learns classC using membership and equivalence queries. Then for every positive integer d there is apolynomial time algorithm ATrees that learns Treesd(C) using membership and equivalencequeries.
 This theorem, together with Maler and Pnueli’s [15] polynomial time algorithm to learnthe class of weak regular ω-word languages using membership and equivalence queries provesour main result — Theorem 3.
 8 Discussion
 We have shown that if C ⊆ DBW can be learned in polynomial time with membership andequivalence queries, then Treesd(C) can be learned in polynomial time with membership andequivalence queries for all d ≥ 1. Consequently, there is a polynomial time algorithm to learnTreesd(DwPW) with membership and equivalence queries. We have also shown that thereare polynomial time algorithms that implement unrestricted subset queries using restrictedsubset queries for DFW, NFW, DBW and NBW.
 One open question is whether there is an interesting subclass of DBW that is larger thanDwPW but still learnable in polynomial time using membership and equivalence queries, towhich Theorem 10 would also apply.
 References1 D. Angluin. Learning regular sets from queries and counterexamples. Inf. Comput.,
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 A Proof of Theorem 7
 To prove Theorem 7 we first construct an acceptor M`,v for [M ][`, v], the length and prefixrestricted version of [M ], given M , ` and v as inputs.
 I Lemma 11. There is a polynomial time algorithm to construct an acceptor M`,v for[M ][`, v] given a NFW acceptor M , a nonnegative integer ` and a finite word v, such that1. M`,v has at most one accepting state, which has no out-transitions,2. the out-degree of M`,v is at most the out-degree of M ,3. M`,v is deterministic if M is deterministic.
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 Proof of Theorem 7. For input M , define M[`,v] to be the finite acceptor constructed bythe algorithm of Lemma 11 to recognize the length and prefix restricted language [M ][`, v].
 For ` = 0, 1, 2, . . ., ask a restricted subset query with M[`,ε], until the first query answered“no”. At this point, ` is the shortest length of a counterexample in ([M ] \ L). Then acounterexample u of length ` is constructed symbol by symbol.
 Assume we have found a prefix u′ of a counterexample of length ` in ([M ] \ L), with|u′| < `. For each symbol σ ∈ Σ we ask a restricted subset query with M[`,u′σ], until the firstquery answered “no”. At this point, u′ is extended to u′σ. If the length of u′σ is now `, thenu = u′σ is the desired counterexample; otherwise, we continue extending u′.
 Note that if the input M is deterministic, then all of the restricted subset queries aremade with deterministic finite acceptors. If L is recognized by a deterministic finite acceptorTL, then the value of ` is bounded by |M | · |TL|, and the algorithm runs in time bounded bya polynomial in |M | and |TL|. J
 B Algorithms
 Algorithm 3 : Rω(M), implementing usq(M)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor
 Ensure: “yes” if [M] ⊆ L, else “no” and (u, v) s.t. u(v)ω ∈ ([M] \ L)
 if rsq(M) = “yes” thenreturn “yes”
 elsefind q ∈ F such that rsq(Mq) = “no”return “no” and Findctrex(M, q)
 Algorithm 4 : Findctrex(M, q)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor;q ∈ F ;Lq0,q · (Lq,q)ω \ L 6= ∅
 Ensure: (u, v) such that u(v)ω ∈ (Lq0,q · (Lq,q)ω \ L)
 let v = Findperiod(M, q)let u = Findprefix(M, q, v)return (u, v)
 Algorithm 5 : Findprefix(M, q, v)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor;q ∈ F ;v ∈ Lq,q;Lq0,q · (v)ω \ L 6= ∅
 Ensure: u ∈ Lq0,q such that u(v)ω ∈ (Lq0,q · (v)ω \ L)
 search for nonnegative integer k such that rsq(Lq0,q[k] · (v)ω) = “no”let u = εwhile |u| < k do
 find σ ∈ Σ such that rsq(Lq0,q[k, uσ] · (v)ω) = “no”set u = u · σ
 return u
 CSL 2017
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 Algorithm 6 : Findperiod(M, q)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor;q ∈ F ;Lq0,q · (Lq,q)ω \ L 6= ∅
 Ensure: v ∈ Lq,q such that Lq0,q · (v)ω \ L 6= ∅
 let y = εfor all integers n = 1, 2, 3, . . . do
 let vn = Nextword(M, q, y)set y = y · vn
 for integers i, j with 1 ≤ i ≤ j ≤ n dofor k = 0 to n|M | do
 if rsq(Lq0,q[k] · (vi · · · vj)ω) = “no” thenreturn v = vi · · · vj
 Algorithm 7 : Nextword(M, q, y)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor;q ∈ F ;y ∈ Lq,q or y = ε;Lq0,q · (y · Lq,q)ω \ L 6= ∅
 Ensure: v′ ∈ Lq,q such that Lq0,q · (y · v′ · Lq,q)ω \ L 6= ∅
 search for integers k, ` ≥ 0 s.t. rsq(Lq0,q[k] · (y · Lq,q[`])ω) = “no”let v′ = εwhile |v′| < ` do
 let σ = Nextsymbol(M, q, y, `, v′)set v′ = v′ · σ
 return v′
 Algorithm 8 : Nextsymbol(M, q, y, `, v′)Require: rsq access to L;M = (Q, q0, δ, F ), an NBW acceptor;q ∈ F ;y ∈ Lq,q;v′ ∈ Σ∗, |v′| < `;Lq0,q · (y · Lq,q[`, v′] · Lq,q)ω \ L 6= ∅
 Ensure: σ ∈ Σ such that Lq0,q · (y · Lq,q[`, v′σ] · Lq,q)ω \ L 6= ∅
 find integers k ≥ 0, m ≥ 1, and σ ∈ Σ such thatrsq(Lq0,q[k] · (y · Lq,q[`, v′σ] · Lq,q[m])ω) = “no”return σ
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 C Correctness and bounds
 C.1 Bounding the acceptors
 We turn to the representation (as NBW or DBW acceptors) of the languages used in restrictedsubset queries by Rω(M) and its subprocedures. We consider the size, out-degree, and timeto construct the acceptors.
 In Rω(M), there is a restricted subset query with M itself, and if that query is answered“no”, a sequence of restricted subset queries with Mq for accepting states q until an answerof “no”. Clearly, if M is an NBW acceptor, each Mq is an NBW acceptor of the same sizeand out-degree and is easily constructed from M , and similarly if M is a DBW acceptor.
 The restricted subset queries made in Findctrex and its subprocedures are of the formP · (S)ω, where P is a length and prefix restricted version of Lq0,q and S is a concatenationof (at most) a finite word and two length and prefix restricted versions of Lq,q. Thus weconsider the operations of concatenation and ω-repetition of regular languages of finite words.
 These operations are particularly simple for DFW or NFW acceptors in special form, thatis, containing at most one accepting state, which has no out-transitions defined. In general,any NFW acceptor can be converted to special form, possibly at the cost of increasing itsout-degree. A regular language of finite words is recognized by a DFW acceptor in specialform iff it is prefix-free.
 However, if M is an NBW (resp., DBW) acceptor, then the finite word languages Lq0,q
 and Lq,q are recognized by easily constructed NFW (resp., DFW) acceptors of size at most|M | and out-degree at most the out-degree of M . Lemma 11 shows that the length andprefix restricted versions of Lq0,q and Lq,q are recognized by NFW (resp., DFW) acceptorsin special form which may be constructed in time polynomial in |M |, `, and |v| and haveout-degree at most the out-degree of M .
 I Lemma 12. Suppose M1 is an NFW acceptor in special form and M2 is an NFW or NBWacceptor. Then an acceptor M for [M1] · [M2] can be constructed such that1. |M | ≤ |M1|+ |M2|,2. the out-degree of M is at most the maximum of out-degrees of M1 and M2,3. M can be constructed in polynomial time,4. M is deterministic if M1 and M2 are deterministic,5. M is an NFW in special form if M2 is an NFW in special form.
 I Lemma 13. Suppose M1 is an NFW acceptor in special form. Then an NBW acceptor Mfor [M1]ω can be constructed such that1. |M | ≤ |M1|,2. the out-degree of M is at most the out-degree of M1,3. M can be constructed in polynomial time,4. M is deterministic if M1 is deterministic.
 The above give us the following corollary for the procedure Rω.
 I Corollary 14. When the input to Rω(M) is an NBW (resp., DBW) acceptor M , each rsqcan be made with an NBW (resp., DBW) acceptor whose out-degree is at most the out-degreeof M and can be constructed in time polynomial in |M | and parameters giving the lengthrestrictions and the lengths of any words that appear.
 CSL 2017

Page 20
                        

10:20 Query Learning of Derived ω-Tree Languages in Polynomial Time
 C.2 Length restrictions and time boundsWe now turn to establish the correctness and running time of the subprocedures. The firsttwo lemmas allow us to bound the parameters giving the length restrictions in inputs to rsq.
 I Lemma 15. Let S ⊆ Lq,q and suppose Lq0,q · (S)ω \ L 6= ∅. Then for some k < |M | · |TL|we have Lq0,q[k] · (S)ω \ L 6= ∅.
 I Lemma 16. Let S ⊆ Lq,q and suppose Lq0,q · (S · Lq,q)ω \ L 6= ∅. Then for somek, ` < |M | · |TL|, we have that Lq0,q[k] · (S · Lq,q[`])ω \ L 6= ∅.
 We now prove the correctness and polynomial running time of Findprefix and Findperiod,which establishes the correctness and polynomial running time of Findctrex.
 I Lemma 17. Assume v ∈ Lq,q is such thatLq0,q · (v)ω \ L 6= ∅.
 Then in time polynomial in |M |, |TL| and |v|, the procedure Findprefix(M, q, v) returns aword u ∈ Lq0,q such that
 u(v)ω ∈ (Lq0,q · (v)ω \ L).
 The procedure Findperiod depends on the procedures Nextword and Nextsymbol. Thenext lemma establishes the correctness and running time of the procedure Nextsymbol.
 I Lemma 18. Suppose ` is a positive integer, y ∈ Lq,q or y = ε and v′ ∈ Σ∗ is such that|v′| < ` and we have
 Lq0,q · (y · Lq,q[`, v′] · Lq,q)ω \ L 6= ∅.Then in time polynomial in |M |, |TL|, |y| and `, Nextsymbol(M, q, y, `, v′) finds a symbolσ ∈ Σ such that
 Lq0,q · (y · Lq,q[`, v′σ] · Lq,q)ω \ L 6= ∅.
 I Lemma 19. Suppose y ∈ Lq,q or y = ε is such thatLq0,q · (y · Lq,q)ω \ L 6= ∅.
 Then in time bounded by a polynomial in |M |, |TL| and |y|, Nextword(M, q, y) returns aword v′ ∈ Lq,q of length bounded by |M | · |TL| such that
 Lq0,q · (yv′ · Lq,q)ω \ L 6= ∅.
 The next lemma shows that Findperiod calls Nextword at most |TL| times.
 I Lemma 20. Suppose v1, v2, . . . , vn ∈ Lq,q are such thatLq0,q · (v1v2 · · · vn · Lq,q)ω \ L 6= ∅.
 Also suppose that the number of states of TL is less than n. Then there exist integers i and jwith 1 ≤ i ≤ j ≤ n such that
 Lq0,q · (vivi+1 · · · vj)ω \ L 6= ∅.
 The final lemma establishes the correctness and polynomial running time of the procedureFindperiod.
 I Lemma 21. Suppose Lq0,q · (Lq,q)ω \ L 6= ∅. Then, in polynomial time in |M | and |TL|,the procedure Findperiod(M, q) with restricted query access to L returns a period word vsatisfying the condition
 Lq0,q · (v)ω \ L 6= ∅.
 These lemmas combine to prove Theorem 8, giving a polynomial time reduction ofunrestricted subset queries to restricted subset queries for NBW acceptors (resp., DBWacceptors.)
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