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THE PARTITION FUNCTION AND MODULAR FORMS
 JUSTIN HSU
 Contents
 1. Intro to partition function and modular forms 12. Partition function leading term, without modular forms 23. Modular form basics 54. First application: Rademacher’s formula 64.1. A Transformation Formula for the η Function 64.2. Rademacher’s Convergent Series 145. Second application: Ramanujan congruences 225.1. Additional Results from Modular Functions 225.2. Proof of Ramanujan Congruences 236. Further Research on the Partition Function via Modular Forms 247. Acknowledgements 24References 24
 1. Intro to partition function and modular forms
 The partition function p(n), counting the number of ways of writing n as a sum of positiveintegers (the number of unrestricted partitions of n), was initially studied from a combina-torial point of view. For example, Euler, working with the generating function
 ∞∑i=1
 p(i)xi = (1 + x+ x2 + . . . )(1 + x2 + x4 . . . ) =∞∏i=1
 (1
 1− xi
 )proved that the number of partitions into odd parts is equal to the number of partitions intodistinct parts.
 However, in the early 20th century, Hardy and Ramanujan presented a novel result thatcame from purely analytical methods. In 1918, they proved the asymptotic
 p(n) ∼exp (π
 √2n/3)
 4n√
 3
 At first glance, this result looks very mysterious. Even more remarkably, in 1937, HansRademacher proved [8] a convergent series expansion for p(n), which had as it’s first term
 1
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2 JUSTIN HSU
 Hardy and Ramnujan’s asymptotic
 p(n) =1
 π√
 2
 ∞∑k=1
 Ak(n)√kd
 dn
 sinh(πk
 √23
 (n− 1
 24
 ))√n− 1
 24
 where
 (1.1) Ak(n) =∑
 0≤m≤k(m,n)=1
 exp(πis(m, k)− 2nm/k)
 and s(m, k) is the Dedekind sum
 (1.2) s(m, k) =∑
 r mod k
 (( rk
 ))((mrk
 ))((x)) =
 {x− bxc − 1/2 : x /∈ Z0 : x ∈ Z
 Both Hardy, Ramanujan and Rademacher’s results all come from considering the partitionfunction as a type of modular function. In the remainder of this paper, we will providean overview of modular functions at the level needed to understand Rademacher’s proof.Then, we will show an asymptotic upper bound similar to the one discovered by Hardy andRamanujan, using analytic methods, but without modular functions.
 As a second example of the use of modular forms to study the partition function, we willalso consider the Ramanujan congruences for the partition function, which state that forl ∈ 5, 7, 11, and δl = l2−1
 24, we have
 p(ln− δl) ≡ 0 (mod l)
 These congruences have been much studied, and have been proved in several ways, eithervia the theory of Hecke operators, or via a pure combinatorics approach, like Dyson’s “rankand crank”. We sketch a proof of these congruences using the theory of modular forms, dueto [7]. Finally, we discuss areas of active research centered around the partition function,including some of Ono’s recent results in this area.
 2. Partition function leading term, without modular forms
 As a first step in understanding the partition function analytically, we will derive anasymptotic bound for p(n), without the use of modular forms. Define the generating function
 (2.1) F (z) =∞∑n=1
 p(n)zn =∞∏k=1
 1
 1− zk
 This product converges absolutely in the disk |z| < 1. Also, if 0 < r < 1, we have∣∣F (reiθ)∣∣ ≤
 F (r) since∣∣1− zk∣∣ ≥ 1 − |z|k = 1 − rk. Integrating around the circle of radius r gives an
 upper bound for p(n), namely
 (2.2) p(n) =1
 2πi
 ∫|z|=r
 F (z)
 zn+1dz ≤ F (r)
 2πrn+12πr =
 F (r)
 rn
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THE PARTITION FUNCTION AND MODULAR FORMS 3
 Hence, we try to minimize this upper bound. Taking the derivative of logF (r), we find thatthe minimum is achieved at
 (2.3)F ′
 F(r0) =
 n
 r0
 However, we can calculate ∂∂r
 logF (r) another way:
 logF (r) =∞∑k=1
 − log(1− rk) =∞∑
 k,l=1
 rkl
 l=
 ∞∑m=1
 rm
 (∑kl=m
 1
 l
 )
 =∞∑m=1
 σ(m)
 mrm(2.4)
 r logF ′(r) = rF ′
 F(r) =
 ∞∑m=1
 σ(m)rm(2.5)
 Letting r = e−1/x in (2.4), and using the inverse Mellin transform for Γ(s), we find that
 logF (r) =∞∑m=1
 σ(m)
 me−m/x
 =∞∑m=1
 σ(m)
 m
 1
 2πi
 ∫ c+i∞
 c−i∞
 ( xm
 )sΓ(s)ds(2.6)
 =1
 2πi
 ∫ c+i∞
 c−i∞
 (∞∑m=1
 σ(m)
 m1+s
 )xsΓ(s)ds(2.7)
 But the parenthesized sum is simply ζ(s)ζ(1 + s), so the integrand is xsΓ(s)ζ(s)ζ(1 + s),which has poles at s = 0,±1. Calculating residues, we find
 Ress=−1 = −x−1ζ(0)ζ(−1) = − 1
 24x(2.8)
 Ress=1 = xζ(2) =π2
 6x
 For s = 0, we Taylor expand the integrand:
 xsΓ(s)ζ(s)ζ(s+ 1)ds = (1 + s log x+ . . . ) (ζ(0) + sζ ′(0) + . . . )
 (1
 s+ γ + . . .
 )(1
 s+ Γ′(1) + . . .
 )Ress=0 = ζ(0) log x+ ζ ′(0) + γζ(0) + Γ′(1)ζ(0)
 = −1
 2log x+ C1
 Now, we will calculate what happens to the integrand when we shift the line of integrationfrom <(z) = c to <(z) = −c. By the function equation for the zeta function, we know that
 π−s/2Γ(s
 2
 )ζ(s) = π−
 1−s2 Γ
 (1− s
 2
 )ζ(1− s)
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 so the quantity
 g(s) = π−s/2Γ(s
 2
 )ζ(s)π−
 1+s2 Γ
 (1 + s
 2
 )ζ(1 + s)
 is invariant under the transformation s→ −s. Also, by the duplication formula Γ(z)Γ(z + 1
 2
 )=
 21−2z√πΓ(2z), we have
 g(s) = π−sπ−1/221−s√πΓ(s)ζ(s)ζ(s+ 1)
 So our integral (2.7) becomes:
 1
 2πi
 ∫ c+i∞
 c−i∞xsΓ(s)ζ(s)ζ(s+ 1)ds =
 1
 2πi
 ∫ c+i∞
 c−i∞(2πx)s((2π)−sΓ(s)ζ(s)ζ(s+ 1))ds
 =1
 2πi
 ∫ −c+i∞−c−i∞
 (2πx)s(g(s)
 2
 )ds+R
 =1
 2πi
 ∫ c−i∞
 c+i∞(−1)(2πx)−s(2π)−sΓ(s)ζ(s)ζ(s+ 1)ds+R(2.9)
 where R is the sum of the residues at s = 0,±1, by first shifting the integral to the line<(z) = −c, then transforming s→ −s, since g(s) = g(−s). This final integral is very similarto our original integral on the left hand side. Indeed, writing out the residues, we have
 logF(e−
 2πx
 )=
 1
 2πi
 ∫ c+i∞
 c−i∞(2πx)s
 (g(s)
 2
 )ds
 =x
 2π
 π2
 6− 2π
 x
 1
 24− 1
 2log
 x
 2π+ C1 +
 1
 2πi
 ∫ −c+i∞−c−i∞
 xs(2π)−sΓ(s)ζ(s)ζ(s+ 1)ds
 =πx
 12− π
 12x− 1
 2log
 x
 2π+ C1 + logF
 (e−2πx
 )Differentiating in x, and setting r = e−
 2πx gives
 F ′
 F
 (e−
 2πx
 )e−
 2πx
 (2π
 x2
 )=
 π
 12(1 + x−2)− 1
 2x+F ′
 F
 (e−2πx
 )e−2πx(−2π)
 rF ′
 F(r) =
 x2 + 1
 24− x
 4π− x2e−2πxF
 ′
 F
 (e−2πx
 )=x2 + 1
 24− x
 4π− x2e−2πx logF ′
 (e−2πx
 )So the last term goes to 0 exponentially fast as x→∞. Also, to minimize the upper boundon p(n), we want the left hand side to be n in (2.3). So, we choose x to satisfy
 x2
 24− x
 4π+
 1
 24= n⇒ x =
 3
 π+
 √(6
 π
 )2
 + 4(24n− 1)
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THE PARTITION FUNCTION AND MODULAR FORMS 5
 Thus by the upper bound (2.2),
 p(n) ≤ exp
 (πx
 12− π
 12x− 1
 2log x+
 2πn
 x
 )· exp
 (O(e−√n))
 ≤ exp
 (πx
 12− π
 12x− 1
 2log x+ 2π
 (x
 24− 1
 4π+
 1
 24x
 ))= exp
 (πx
 6− 1
 2− 1
 2log x
 )
 = exp
 π
 12
 √4(24n− 1) +
 (6
 π
 )2
 − 1
 2log x
 ≤
 exp(π√
 2n3
 +O(n−1/2
 ))√x
 Since x ≈√
 24n for large n, we have the final bound
 p(n)� eπ√
 2n3
 n1/4
 This is a bit off from Hardy and Ramanujan’s result, but the method of analysis is similarto the “circle method” used by Hardy and Ramanujan. More careful analysis would giventheir asymptotic.
 3. Modular form basics
 Here, we will briefly go over the basic theory of modular forms. Proofs can be found in astandard textbook, such as [9]. First, we must define what a modular function is.
 Definition 3.1. Let k be an integer. We say a complex valued function f is weakly modular
 of weight 2k if it is meromorphic on the upper half plane H, and for all elements
 (a bc d
 )in the full modular group SL2(Z), f satisfies the modular relation
 f(z) = (cz + d)−2kf
 (az + b
 cz + d
 )By plugging in matrices
 (1 10 1
 )and
 (0 −11 1
 )we find that a weakly modular function
 f satisfies f(z + 1) = f(z), and f(−1/z) = z2kf(z). In particular, as f is invariant undertranslation by 1, we can express f as a function of q = e2πiz.
 Let f(z) be a weakly modular function, and f(q) it’s expression in terms of q. As f(z) is
 meromorphic on the upper half plane, f(q) is automatically meromorphic on the punctured
 disk 0 < |q| < 1. If f extends to a holomorphic function at 0, we say that f is holomorphic
 at infinity. Additionally, we say that the value of f at infinity (denoted f(∞)) is f(0).
 Definition 3.2. If a weakly modular function f is holomorphic at infinity, then we say thatf is a modular form. If f(∞) = 0, then we say that f is a cusp form. We denote the C-vector
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 space of modular forms of weight k by Mk, and the C-vector space of cusp forms of weightk by Sk.
 Example 3.3. Let k > 1 be an integer. The Eisenstein series of weight 2k is defined as
 Gk(z) =∞∑
 m=0,n=0(m,n) 6=(0,0)
 1
 (mz + n)2k
 It can be shown that Gk is a weight 2k modular form, with Gk(∞) = 2ζ(2k). For notationalconvenience, it is useful to define these multiples of the Eisenstein series:
 g2 = 60G2; g3 = 140G3
 Ek =Gk
 2ζ(2k)With this notation, we can define the modular discriminant ∆ as
 ∆ = g32 − 27g2
 3
 Evidently, ∆ is a modular form of weight 12. Furthermore, as ζ(4) = π4
 90and ζ(6) = π6
 945, we
 can compute that ∆(∞) = 0, hence ∆ is actually a cusp form of weight 12.
 It turns out that ∆ has a remarkably simple expression, from the following theorem dueto Jacobi.
 Theorem 3.4. Let q = e2πiz as before. Then we have
 ∆(z) = (2π)12q∞∏n=1
 (1− qn)24
 Definition 3.5. We define the following 24th root of the modular discriminant to be theDedekind eta function on the upper half space:
 η(z) = eπiz/12
 ∞∏n=1
 (1− e2πinz
 )4. First application: Rademacher’s formula
 We will generally follow the account of Rademacher’s proof given in [4].
 4.1. A Transformation Formula for the η Function. Before we give Rademacher’sproof, we need a couple of results about how the η-function transforms under the modulargroup. We first prove a functional equation that will be useful later.
 Lemma 4.1 (Functional Equation for Φ). Let ζ(s, α) denote the Hurwitz zeta function, andF (x, s) denote the periodic zeta function, defined as
 ζ(s, α) =∞∑r=0
 (r + α)−s
 F (x, s) =∞∑m=1
 e2πimx
 ms
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 Also, define a function Φ(α, β, s) by
 Φ(α, β, s) =Γ(s)
 (2π)s(ζ(s, α)F (β, 1 + s) + ζ(s, 1− α)F (1− β, 1 + s))
 Then Φ satisfies the functional equation
 Φ(α, β, s) = Φ(1− β, α,−s)for α, β ∈ (0, 1), and <(s) > 0.
 Proof. This functional equation is a direct result of Hurwitz’s formula, detailed in [3], whichstates that for α ∈ (0, 1),<(s) > 1,
 ζ(1− s, a) =Γ(s)
 (2π)s(e−πis/2F (a, s) + eπi(s−1)/2F (−a, s)
 )We claim that
 (4.1) F (a, s) =Γ(1− s)(2π)1−s
 (e−π(1−s)/2ζ(1− s, a) + eπi(s−1)/2ζ(1− s, 1− a)
 )Denote the right hand side by R, and plug in Hurwitz’s formula, gives
 R =Γ(1− s)Γ(s)
 (2π)
 (eπi(1/2−s)F (a, s) + eπi(s−1/2)F (a− 1, s) + iF (−a, s)− iF (1− a, s)
 )=
 Γ(1− s)Γ(s)
 (2π)(2 cos((s− 1/2)π)F (a, s))
 = Γ(1− s)Γ(s)sin(sπ)
 πF (a, s) = F (a, s)
 where we use the reflection formula for Γ, and also the fact that F has period 1 in the firstvariable. Plugging (4.1) into the definition of Φ gives
 Φ(α, β, s)
 Γ(s)Γ(−s)=eπis/2 (ζ(s, α)ζ(−s, 1− β) + ζ(s, 1− α)ζ(−s, β))
 + e−πis/2 (ζ(−s, 1− β)ζ(s, 1− α) + ζ(−s, β)ζ(s, α))(4.2)
 Now both sides are invariant under the change of variables α → 1 − β, β → α, s → −s,proving the functional equation. �
 We next prove some bounds on the growth of Φ
 Lemma 4.2 (Asymptotic Bound on Φ). For s = σ + it, σ ≥ −3/2, |t| ≥ 1, we have∣∣z−sΦ(α, β, s)∣∣ = O
 (e−|t|δ
 )For some δ > 0, for fixed z with <(z) > 0.
 Proof. Using the identity Γ(s)Γ(−s) = −Γ(s)Γ(1− s)s−1 = −π−1s sin(πs), (4.2) gives
 Φ(α, β, s)
 zs=
 −πzss sin(πs)
 {eπis/2 (ζ(s, α)ζ(−s, 1− β) + ζ(s, 1− α)ζ(−s, β))
 + e−πis/2 (ζ(−s, 1− β)ζ(s, 1− α) + ζ(−s, β)ζ(s, α))}(4.3)
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 For z with <(z), we have arg(z) ≤ π/2, and picking δ > 0 with δ + arg(z) ≤ π/2, we canbound z−s by ∣∣z−s∣∣ =
 ∣∣|z|−s e−si arg(z)∣∣ = O
 (et arg z
 )= O
 (e|t|(π/2−δ)
 )since |z|−s has norm bounded above by a constant for σ ≥ −3/2. Likewise, we can bound
 1
 |s sin(πs)|=
 2
 |s(eπis − e−πis)|≤ 2
 |te±πis|= O
 (e−π|t|
 |t|
 )since |s| is bounded below by |t| ≥ 1, and we can choose the sign so that |e±πis| = |eπ|t|| Fors in the given range, we can estimate |ζ(s, a)| = O(|t|c) for some c > 0 (see, for example,[3]), and using the bounds |e±πis/2| = O(eπ|t|/2), we can estimate (4.3)∣∣z−sΦ(α, β, s)
 ∣∣ = O
 (e|t|(
 π2−δ) · e
 −π|t|
 |t|· e
 π|t|2 |t|2c
 )= O
 (e−|t|δ
 )for δ > 0, as desired.
 �
 Theorem 4.3 (Iseki’s Formula). For <(z) > 0, α, β ∈ [0, 1], we define functions
 λ(z) = − log(1− e−2πiz) =∞∑m=1
 e−2πimz
 m
 Λ(α, β, z) =∞∑r=0
 λ((r + α)z − iβ+)λ((r + 1− α)z + iβ)
 Then if either α or β are in (0, 1), we have
 (4.4) Λ(α, β, z) = Λ(1− β, α, z−1)− πz(B2(α)B0(β)− 2iz−1B1(α)B1(β)− z−2B0(α)B2(β))
 The sum of the last few terms on the right, involving the Bernoulli polynomials Bk, is equalto
 −πz(α2 − α +
 1
 6
 )+π
 z
 (β2 − β +
 1
 6
 )+ 2πi
 (α− 1
 2
 )(β − 1
 2
 )Proof. Using inverse Mellin transform for Γ(s) as in (2.6), we get
 ∞∑r=0
 λ((r + α)z − iβ) =∞∑r=0
 ∞∑m=1
 e2πimβ
 2πim
 ∫ c+i∞
 c−i∞Γ(s)(2πm(r + α)z)−sds
 =1
 2πi
 ∫ c+i∞
 c−i∞
 Γ(s)
 (2πz)s
 ∞∑r=0
 (r + α)−s∞∑m=1
 e2πimβ
 m1+sds
 =1
 2πi
 ∫ c+i∞
 c−i∞
 Γ(s)
 (2πz)sζ(s, α)F (β, 1 + s)ds
 Similarly, we find that∞∑r=0
 λ((r + 1− α)z + iβ) =1
 2πi
 ∫ c+i∞
 c−i∞
 Γ(s)
 (2πz)sζ(s, 1− α)F (1− β, 1 + s)ds
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 This gives
 Λ(α, β, s) =1
 2πi
 ∫ c+i∞
 c−i∞z−sΦ(α, β, s)ds
 We let c = 3/2, and consider the integral around the loop visiting 3/2−iT, 3/2+iT,−3/2+iT,−3/2− iT , and let T →∞. The horizontal integrals go to 0 by the estimate in Lemma4.2, and if R is the sum of the residues in this loop, we are left with∫ 3/2+i∞
 3/2−i∞z−sΦ(α, β, s)ds =
 ∫ −3/2+i∞
 −3/2−i∞z−sΦ(α, β, s) +R
 Now, plugging this into our expression for Λ and changing variables u = −s, we find
 Λ(α, β, s) =1
 2πi
 ∫ 3/2+i∞
 3/2−i∞zuΦ(α, β,−u)du+R
 Using the functional equation Φ(α, β,−s) = Φ(1− β, α, s) from Lemma 4.1, we find that
 Λ(α, β, z) = Λ(1− β, α, z−1) +R
 By the definition of Φ, we see that the poles occur at s = −1, 0, 1. Calculating the pole ats = 1, we have
 Ress=1 =Γ(1)
 2πz(F (β, 2) + F (1− β, 2)) =
 1
 2πz
 ∞∑n=1
 e2πinβ
 n2+e−2πinβ
 n2
 =1
 2πz
 ∞∑n=−∞n 6=0
 e2πinβ
 n2=π
 zB2(β)
 For the s = 0 residue, we note that ζ(0, 1− α) = α− 1/2:
 Ress=0 = ζ(0, α)F (β, 1) + ζ(0, 1− α)F (1− β, 1) = (1
 2− α)
 ∞∑n=1
 e2πinβ − e−2πinβ
 n
 = −B1(α)∞∑
 n=−∞n 6=0
 e2πinβ
 n= 2πiB1(α)B1(β)
 Finally, for the s = −1 residue, we can use the functional equation for Φ:
 Ress=−1 = lims→−1
 (s+ 1)z−sΦ(α, β, s)
 = lims→1
 (1− s)zsΦ(α, β,−s)
 = lims→1
 (1− s)zsΦ(1− β, α, s)
 But this is simply Ress=1, with changes z → −z−s, α→ 1− β, β → α. Thus,
 Ress=−1 = πzB2(α)
 As Ress=−1 + Ress=0 + Ress=1 = −πz(B2(α)B0(β) − 2iz−1B1(α)B1(β) − z−2B0(α)B2(β))this proves Iseki’s formula in the case a, b ∈ (0, 1). To extend to the case where either a or b
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 may be in [0, 1], we can take limits. For example, suppose β ∈ (0, 1), and we want to verifythe formula for α = 0.
 ∞∑r=0
 λ((r + α)z − iβ) =∞∑r=0
 ∞∑m=1
 e2πimβ
 me−2πm(r+α)z
 =∞∑m=1
 e2πimβ
 me−2πmαz
 ∞∑r=0
 e−2πmrz
 =∞∑m=1
 e2πimβ
 m
 e−2πmαz
 1− e−2πmz=
 ∞∑m=1
 e2πimβ
 mfα(m)
 For α ∈ [0, 1], fα(m) convergs to 0 uniformly, so by the M-test, we can take the limit α→ 0+
 term by term. This same trick works for the other boundary values of α, β, by changing thevariables:
 α→ 1− α, β → 1− βα→ β, β → 1− α, z → z−1
 α→ 1− β, β → α, z → z−1
 �
 Lemma 4.4. For complex z with <(z) > 0, and integers h, k,H such that (h, k) = 1, k > 0,and hH ≡ −1 (mod k), the following formula holds:
 (4.5)∞∑n=1
 n
 k(z − ih) =
 ∞∑n=1
 n
 k
 (1
 z− iH
 )+
 1
 2log z − π
 12k
 (z − 1
 z
 )+ πis(h, k)
 where s(h, k) is the Dedekind sum defined above.
 Proof. We first do the case k = 1. Since s(h, 1) = 0, we need
 ∞∑n=1
 λ(n(z − ih)) =∞∑n=1
 λ
 (n
 (1
 z− iH
 ))+
 1
 2log z − π
 12
 (z − 1
 z
 )As λ(x) = λ(x+ i), we can rewrite this as
 ∞∑n=1
 λ(nz) =∞∑n=1
 λ(nz
 )+
 1
 2log z − π
 12
 (z − 1
 z
 )In Iseki’s formula (4.4), we set β = 0 and separate out the first in the series on the left handside, and the second term in the series on the right hand side. As we take α → 0+, boththese terms tend to infinity. However, their difference limits to a finite value. To see this,we can calculate
 λ(αz)− λ(iα) = log(1− e−2πiα)− log(1− e−2παz) = log1− e−2πiα
 1− e−2παz
 By L‘Hopital’s rule, this difference tends to log(i/z) = πi2− log z.
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 The remaining terms on each side double up, and we simply get
 πi
 2− log z + 2
 ∞∑r=1
 λ(rz) = 2∞∑r=1
 λ(rz
 )− πz
 6+
 π
 6z+πi
 2
 This reduces to the desired formula. For k > 1, set α, β to be
 α =µ
 k, 1 ≤ µ ≤ k − 1
 with µ an integer. We then have hµ = qk + ν, with 1 ≤ ν ≤ k − 1 an integer. We set β = νk
 Now, ν ≡ hµ (mod k), so −Hν ≡ −Hhµ ≡ µ (mod k), so we have the congruences:
 α =µ
 k≡ −Hν
 k(mod k)
 β =ν
 k≡ −hµ
 k(mod k)
 Noting that λ is i-periodic, Iseki’s formula (4.4) implies
 1
 2
 ∞∑r=0
 λ
 ((r +
 µ
 k
 )z − ihµ
 k
 )+ λ
 ((r + 1− µ
 k
 )z + i
 hµ
 k
 )
 =1
 2
 ∞∑r=0
 λ
 ((r +
 ν
 k
 ) 1
 z− iHν
 k
 )+ λ
 ((r + 1− ν
 k
 ) 1
 z+ i
 Hν
 k
 )− πz
 2
 ((µk
 )2
 −(µk
 )+
 1
 6
 )+
 π
 2z
 ((νk
 )2
 −(νk
 )+
 1
 6
 )+ πi
 (µ
 k− 1
 2
 )(ν
 k− 1
 2
 )
 This is equivalent to:
 1
 2
 ∞∑r=0
 λ
 ((rk + µ)(z − ih)
 k
 )+ λ
 ((rk + k − µ)(z − ih)
 k
 )
 =1
 2
 ∞∑r=0
 λ
 ((rk + ν)
 (1z− iH
 )k
 )+ λ
 ((rk + k − ν)(1
 z− iH)
 k
 )− πz
 2
 ((µk
 )2
 −(µk
 )+
 1
 6
 )+
 π
 2z
 ((νk
 )2
 −(νk
 )+
 1
 6
 )+ πi
 (µ
 k− 1
 2
 )(ν
 k− 1
 2
 )
 Summing over µ = 1, 2, . . . k − 1, we note that the terms rk + µ and rk + k − µ hit exactlythe numbers which are not multiples of k. Also, as ν ≡ hµ (mod k), and (h, k) = 1, ν runs
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 over the same values as µ, but in a different order. Hence:
 ∞∑n=1
 n6≡0 (mod k)
 λ(nk
 (z − ih))
 =∞∑n=1
 n6≡0 (mod k)
 λ
 (n
 k
 (1
 z− iH
 ))
 +π
 2
 (1
 z− z) k−1∑
 µ=1
 µ2
 k2− π
 2
 (1
 z− z) k−1∑
 µ=1
 µ
 k
 +π
 12
 (1
 z− z)
 (k − 1) + πi
 k−1∑µ=1
 µ
 k
 (ν
 k− 1
 2
 )− πi
 2
 k−1∑µ=1
 ν
 k+πi
 4(k − 1)
 =∞∑n=1
 n6≡0 (mod k)
 λ
 (n
 k
 (1
 z− iH
 ))+ πi
 k−1∑µ=1
 µ
 k
 (ν
 k− 1
 2
 )
 +π
 12
 (1
 z− z)(
 (k − 1)(2k − 1)
 k− 3(k − 1) + (k − 1)
 )=
 ∞∑n=1
 n6≡0 (mod k)
 λ
 (n
 k
 (1
 z− iH
 ))+
 π
 12
 (1
 z− z)(
 1− 1
 k
 )+ πi
 k−1∑µ=1
 µ
 k
 (ν
 k− 1
 2
 )(4.6)
 Since hµ = qk + ν, we have
 ν
 k=hµ
 k−[hµ
 k
 ]So we can simplify the last term:
 k−1∑µ=1
 µ
 k
 (ν
 k− 1
 2
 )=
 k−1∑µ=1
 µ
 k
 (hµ
 k−[hµ
 k
 ]− 1
 2
 )= s(h, k)
 If we write n = mk, and consider the (4.5) for k = 1:
 ∞∑m=1
 λ(mz) =∞∑m=1
 λ(mz
 )+
 1
 2log z − π
 12
 (z − 1
 z
 )we see that adding this equation to (4.6) gives precisely the missing terms, and
 ∞∑n=1
 λ(nk
 (z − ih))
 =∞∑n=1
 λ
 (n
 k
 (1
 z− iH
 ))− π
 12k
 (z − 1
 z
 )+
 1
 2log z + πis(h, k)
 as desired. �
 We need one final Lemma before we can prove a transformation rule for the η-function.
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 Lemma 4.5. For
 (a bc d
 )∈ Γ with c > 0, and τ with =(τ) > 0, we have the following:
 ∞∑n=1
 λ(−inτ) =∞∑n=1
 λ
 (−inaτ + b
 cτ + d
 )+πi
 12
 (τ − aτ + b
 cτ + d
 )(4.7)
 + πi
 (a+ d
 12c+ s(−d, c)
 )+
 1
 2log(−i(cτ + d))
 Proof. Pick z, h, k,H via:
 k = c, h = −d,H = a, z = −i(cτ + d)
 Since =(c) > 0, we have <(z) > 0. As ad − bc = 1, −hH − bk = 1, so (h, k) = 1 andhH ≡ −1 (mod k). So, the assumptions of Lemma 4.4, and we can express (4.7) in termsof z, h,H, k and use (4.5). This gives
 τ =iz − dc
 =iz + h
 k
 aτ + b = Hiz + h
 k− hH + 1
 k=iz
 k
 (H +
 i
 z
 )aτ + b
 cτ + d=
 1
 k
 (H +
 i
 z
 )τ − aτ + b
 cτ + d=
 1
 k(h−H) +
 i
 k
 (z − 1
 z
 )= −a+ d
 c+i
 k
 (z − 1
 z
 )and so
 πi
 12
 (τ − aτ + b
 cτ + d
 )= −πi
 (a+ d
 12c
 )+
 π
 12k
 (z − 1
 z
 )With these simplifications and change of variables, Lemma 4.5 gives the desired result. �
 We are finally ready to prove a transformation formula for the η-function.
 Theorem 4.6. For
 (a bc d
 )∈ Γ, with c > 0, τ with =(τ) > 0, we have the following:
 (4.8) η
 (aτ + b
 cτ + d
 )= ε(a, b, c, d){−i(cτ + d)}1/2η(τ)
 where
 (4.9) ε(a, b, c, d) = exp
 {πi
 (a+ d
 12c+ s(−d, c)
 )}and s(h, k) is the Dedekind sum defined by (1.2).
 Proof. Taking the log of (4.8), we need
 log η
 (aτ + b
 cτ + d
 )= log η(τ) + πi
 (a+ d
 12c+ s(−d, c)
 )+
 1
 2log(−i(cτ + d))
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 Since η(τ) is defined as an infinite product, we equivalently need
 log(η) =πiτ
 12+∞∑n=1
 log(1− e2πinτ ) =πiτ
 12+∞∑n=1
 λ(−inτ)
 Together, this is
 ∞∑n=1
 λ(−inτ) =∞∑n=1
 λ
 (−inaτ + b
 cτ + d
 )+πi
 12
 (τ − aτ + b
 cτ + d
 )+ πi
 (a+ d
 12c+ s(−d, c)
 )+
 1
 2log(−i(cτ + d))
 which is exactly Lemma 4.7. �
 4.2. Rademacher’s Convergent Series. We first give an outline for Rademacher’s proofof the convergent series for p(n). By Cauchy’s integral formula, we can write p(n) in termsof the Euler’s generating function F (x):
 p(n) =1
 2πi
 ∫γ
 F (x)
 xn+1dx
 where γ is a counterclockwise contour located inside the unit disk. Proceeding using Hardyand Ramanujan’s Circle method, we then split the contour into arcs lying near the rootsof unity, where the F has a singularity, and approximate the integrand on each piece via afunction that is easier to estimate. Though the circle method uses a contour in the x plane,we will follow Rademacher’s proof, which uses a contour in the τ plane, where x = e2πiτ tosimplify the estimates. First, we note that F (e2πiτ ) = eπiτ/12/η(τ), and so we can give atransformation formula for F using our results in the previous section.
 Proposition 4.7. Given <(z) > 0, k > 0, (h, k) = 1 and hH ≡ −1 (mod k), let
 x = exp
 (2πih
 k− 2πz
 k2
 ), x′ = exp
 (2πiH
 k− 2π
 z
 )Then, we have
 F (x) = eπis(h,k)(zk
 )1/2
 exp( π
 12z− πz
 12k2
 )F (x′)
 Proof. For
 (a bc d
 )∈ Γ with c > 0, the transformation formula for the η-function (4.8)
 gives
 1
 η(τ)=
 1
 η(τ ′)(−i (cτ + d))1/2 exp
 (πi
 (a+ d
 12c+ s(−d, c)
 ))where τ ′ = (aτ + b)/(cτ + d). So, we pick
 a = H, c = k, d = −h, b = −hH + 1
 k, τ =
 iz + h
 k
 when
 τ ′ =i+ h
 zk
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 and the transformation formula gives
 F (e2πiτ ) =F (e2πiτ ′) exp
 (πi(τ − τ ′)
 12
 )(−i (cτ + d))1/2
 × exp
 (πi
 (a+ d
 12c+ s(−d, c)
 ))F
 (exp
 (2πih
 k− 2πz
 k
 ))=F
 (exp
 (2πiH
 k− 2π
 kz
 ))z1/2
 × exp( π
 12kz− πz
 12k+ πis(h, k)
 )Setting z = z/k gives the desired formula. �
 We note that this formula allows us to estimate F close to the singularities: for |z| small,we have that x is approximately a primitive root of unity, and x′ is very close to 0, soF (x′) ∼ 1. Thus, near the singularities,
 F (x) ∼ z1/2 exp( π
 12z
 )4.2.1. Digression: Farey Fractions and Ford Circles. To construct Rademacher’s contour ofintegration, it will be necessary to use some facts about Farey fractions and Ford circles.
 Definition 4.8. The Farey fractions of order n, denoted by Fn, are the set of reducedfractions in [0, 1] with denominator at most n. Within each Fn, we list the fractions inincreasing order.
 Definition 4.9. Given a reduced rational number h/k, the Ford circle of h/k, denotedC(h, k), is the circle in the complex plane with center (h/k) + i/(2k2) and radius 1/(2k)2.
 By definition, the Ford circle of a set of Farey fractions form a line of circles in the upperhalf plane, all tangent to the real axis. For our purposes, we will need one fact about Ford
 0 15
 14
 13
 25
 12
 35
 23
 34
 45
 1
 Figure 1. Ford circles for Farey fractions F5
 circles, that can be found in many texts on elementary number theory, and in [4].
 Theorem 4.10. The following two results hold:
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 • The Ford circle of consecutive Farey fractions are tangent to each other.• Let h1/k1, h/k, h2/k2 be three consecutive Farey fractions. Then C(h, k) is tangent toC(h1, k1) and C(h2, k2) at the points
 α1(h, k) =h
 k− k1
 k(k2 + k21)
 +i
 k2 + k21
 α2(h, k) =h
 k+
 k2
 k(k2 + k22)
 +i
 k2 + k22
 α1(h, k) α2(h, k)
 h1k1
 hk
 h2k2
 Figure 2. Consecutive Ford circles in Theorem 4.10
 4.2.2. Convergent Series for p(n). With these results in hand, we can define our contour γ,and finish the proof. First, we note that integrating around the circle of radius e−2π in thex plane is equivalent to integrating from i to i + 1 in the τ plane, along a horizontal linesegment. So, for a given, fixed integer N , define the path P (N) from i to i+1 by taking arcsof the Ford circles of Farey fractions FN as follows. Given the Ford circles for consecutiveFarey fractions h1/k1 < h/k < h2/k2, the points of tangency to C(h, k) define an upper anda lower arc. Take P (N) to be the union of all the upper arcs of C(h, k), h/k ∈ FN . For thefractions 0/1, 1/1, take the arcs that lie over [0, 1]. To traverse these arcs, we integrate overthe arcs in increasing order of h/k. This defines a path from i to i + 1, as in Figure 4.2.2.We note that the arc of a given Ford circle in P (N) corresponds precisely to integrating neara primitive kth root of unity in the x plane, where k ≤ N .
 Instead of considering the integral over this row of Ford circles, it will be useful to transformvariables once again, so that the arcs of the different Ford circles will be of similar form.
 Lemma 4.11. If we set
 z = −ik2
 (τ − h
 k
 )
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 i i+ 1
 0 14
 13
 12
 23
 34
 1
 Figure 3. The Rademacher path P (N) for N = 4 (in blue), τ -plane
 the Ford circle C(h, k) in the τ plane is mapped to a circle in the z plane of radius 1/2centered at 1/2. Moreover, the points of tangency α1(h, k), α2(h, k) are mapped to points
 z1(h, k) =k2
 k2 + k21
 + ikk1
 k2 + k21
 z2(h, k) =k2
 k2 + k22
 − i kk2
 k2 + k22
 The upper arc of the Ford circle in the τ plane maps onto the arc in the z plane that doesnot touch the imaginary axis.
 Proof. The change of variables is equivalent to translating the Ford circle by −h/k, scalingthe radius by k2, and then rotating the circle through π/2 clockwise. The first translationplaces the center on the imaginary axis at i/(2k2). The radius is then scaled up to 1/2, andthe rotation places the center at 1/2. By repeating these transformations on the points α1
 and α2 in Theorem 4.10, we get the given expressions for z1, z2. �
 When integrating over this arc in the z plane, we will want to deform the arc to the chordbetween z1(h, k), z2(h, k). We will use the following estimate.
 Lemma 4.12. For points z1 and z2, we have
 |z1(h, k)| = k√k2 + k2
 1
 , |z2(h, k)| = k√k2 + k2
 2
 For z on the chord (z1, z2), we have the estimate
 |z| <√
 2k
 N
 if h1/k1 < h/k < h2/k2 are consecutive in FN . The length of the chord is at most 2√
 2k/N .
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 z1(h, k)
 z2(h, k)12
 Figure 4. Transformed sub arc of Rademacher path, z-plane, Lemma 4.11
 Proof. We can directly calculate
 |z1|2 =k4 + k2k2
 1
 (k2 + k21)2
 =k2
 k2 + k21
 and similarly for z2. For points on the chord, we note that |z| ≤ max(|z1|, |z2|), so it isenough to check the bound for the endpoints z1, z2. By the AM-RMS inequality, we have
 (k2 + k21)1/2 ≥ k + k1√
 2≥ N + 1√
 2≥ N√
 2
 Where the second inequality follows from the fact that h1/k1, h/k are consecutive in FN .Finally, the triangle inequality implies that the length of the chord is at most |z1| + |z2| =2√
 2k/N . �
 We are now ready to state and prove Rademacher’s convergent series for p(n).
 Theorem 4.13. For n ≥ 1, we have
 p(n) =1
 π√
 2
 ∞∑k=1
 Ak(n)√kd
 dn
 sinh(πk
 √23
 (n− 1
 24
 ))√n− 1
 24
 where
 Ak(n) =∑
 0≤m≤k(m,n)=1
 exp(πis(m, k)− 2nm/k)
 Proof. Proceeding as above, we have
 p(n) =1
 2πi
 ∫γ
 F (x)
 xn+1dx
 with γ a positively oriented curve surrounding x = 0 and lying inside the unit disk. Wechange variables to move the integral to the τ plane, where x = e2πiτ . If we integrate aroundγ a circle of radius e−2π, τ follows a horizontal line segment from i to i+ 1. We deform the
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 path with the path P (N) described above, for fixed N . We also fix n for now. If we denotethe upper arc of C(h, k) in P (N) as γ(h, k), we can write
 p(n) =
 ∫P (N)
 F (e2πiτ )e−2πiτdτ =N∑k=1
 ∑0≤h<k(h,k)=1
 ∫γ(h,k)
 F (e2πiτ )e−2πiτdτ
 Changing variables to z = −ik2(τ − h/k), we have that
 τ =h
 k+ i
 z
 k2
 By Lemma 4.11, this maps the arc γ(h, k) onto the arc between z1(h, k) and z2(h, k), wherez1, z2 lie on a circle of radius 1/2 centered at 1/2. Writing
 ∑h,k as shorthand for the sum,
 we have
 p(n) =∑h,k
 ∫ z2(h,k)
 z1(h,k)
 F
 (exp
 (2πih
 k− 2πz
 k2
 ))exp
 (2πinh
 k− 2πnz
 k2
 )i
 k2dz
 =∑h,k
 ik−2e−2πinh/k
 ∫ z2(h,k)
 z1(h,k)
 e2πnz/k2F
 (exp
 (2πih
 k− 2πz
 k2
 ))dz(4.10)
 Since we eventually want to take N large, which corresponds to letting F tend towards thesingularities, we want to use the transformation formula for F . We have
 F
 (exp
 (2πih
 k− 2πz
 k2
 ))= ω(h, k)
 (zk
 )1/2
 exp( π
 12z− πz
 12k2
 )F
 (exp
 (2πiH
 k− 2π
 z
 ))where
 ω(h, k) = eπis(h,k), (h, k) = 1, hH ≡ −1 (mod k)
 Define
 Ψk(z) = z1/2 exp( π
 12z− πz
 12k2
 )and split the integral (4.10) into two parts to get
 p(n) =∑h,k
 ik−5/2ω(h, k)e−2πinh/k (I1(h, k) + I2(h, k))
 with
 I1(h, k) =
 ∫ z2(h,k)
 z1(h,k)
 Ψk(z)e2πnz/k2dz(4.11)
 I2(h, k) =
 ∫ z2(h,k)
 z1(h,k)
 Ψk(z)
 {F
 (exp
 (2πiH
 k− 2π
 z
 ))− 1
 }e2πnz/k2dz(4.12)
 Let K be the disk in the z plane, centered at 1/2 with radius 1/2. By Lemma 4.12, thelength of the chord is bounded by 2
 √2k/N , and on the chord, z is bounded by
 √2k/N .
 Furthermore, for points in z ∈ K, let z = 1/2 + r cos θ + r sin θ, r ≤ 1/2. Also,
 <(
 1
 z
 )=
 2 + 4r cos θ
 1 + 4r cos θ + 4r2≥ 1
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 This also implies that <(1/z) > 0, and on the boundary of the circle r = 1/2, <(1/z) = 1.Now, we proceed to estimate I2. We can bound the integrand (4.12) by∣∣∣∣Ψk(z)
 {F
 (exp
 (2πiH
 k− 2π
 z
 ))− 1
 }e2πnz/k2
 ∣∣∣∣= |z|1/2 exp
 (π
 12<(
 1
 z
 )− π
 12k2<(z)
 )e2πn<(z)/k2
 ∣∣∣∣∣∞∑m=1
 p(m)e2πiHm/ke−2mπ<(1/z)
 ∣∣∣∣∣≤ |z|1/2 exp
 (π
 12<(
 1
 z
 ))e2πn/k2
 ∞∑m=1
 p(m)e−2πm<(1/z)
 < |z|1/2e2πn
 ∞∑m=1
 p(m)e−2π(m−(1/24))<(1/z)
 ≤ |z|1/2e2nπ
 ∞∑m=1
 p(m)e−2π(m−(1/24))
 = |z|1/2e2nπ
 ∞∑m=1
 p(m)e−2π(24m−1)/24
 < |z|1/2e2nπ
 ∞∑m=1
 p(24m− 1)y24m−1
 = c|z|1/2
 where y = e−2π/24 and
 c = e2nπ
 ∞∑m=1
 p(24m− 1)y24m−1
 c is independent of z and N (and we are keeping n fixed). On the chord z1(h, k), z2(h, k),|z| <
 √2k/N , and the chord length is bounded by 2
 √2k/N , so we have
 |I2(h, k)| < Ck3/2N−3/2
 for some constant C. Thus, we can bound I2 by∣∣∣∣∣∑h,k
 ik−5/2ω(h, k)e−2πinh/kI2(h, k)
 ∣∣∣∣∣ <N∑k=1
 ∑0≤h<k
 (h,k)=1
 Ck−1N−3/2 ≤ CN−3/2
 N∑k=1
 1 = CN−1/2
 so this entire second term is O(N−1/2).For I1(h, k), we replace the integral along the arc z1(h, k), z2(h, k) with an integral around
 the whole circle K. We have
 I1(h, k) =
 ∫K−
 −∫ z1(h,k)
 0
 −∫ 0
 z2(h,k)
 =
 ∫K−
 −J1 − J2
 where K− denotes integrating around K clockwise. For |J1|, we note that we are integratingover an arc with length bounded by π|z1(h, k)| < π
 √2k/N . In particular, |z| on this arc is
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 also bounded by π√
 2k/N . As <(1/z) = 1 and 0 < <(z) ≤ 1 on this arc, we can bound theintegrand of J1:∣∣∣Ψk(z)e2nπz/k2
 ∣∣∣ = e2nπ<(z)/k2 exp
 (π
 12<(
 1
 z
 )− π
 12k2<(z)
 )≤ e2nππ1/221/4k1/2eπ/12
 N1/2
 So together, we have
 |J1| < C1k3/2N−3/2
 which means that the J1 term in I1 contributes a O(N−1/2) term to p(n). The same analysisgives a similar bound for J2, and we have
 p(n) =N∑k=1
 ∑0≤h<k(h,k)=1
 ω(h, k)e−2πinh/k
 ∫K−
 Ψk(z)e2nπz/k2dz +O(N−1/2)
 Letting N →∞, this gives
 p(n) = i∞∑k=1
 Ak(n)k−5/2
 ∫K−
 z1/2 exp
 (π
 12z+
 2πz
 k2
 (n− 1
 24
 ))dz
 We change variables w = 1/z, dz = −1/w2dw to give
 p(n) = −i∞∑k=1
 Ak(n)k−5/2
 ∫ 1+i∞
 1−i∞w−5/2 exp
 (πw
 12+
 2π
 k2
 (n− 1
 24
 )1
 t
 )dt
 Setting t = πw/12 and c = π/12, we have
 p(n) = 2π( π
 12
 )3/2∞∑k=1
 Ak(n)k−5/2 1
 2πi
 ∫ c+i∞
 c−i∞t−5/2 exp
 (t+
 π2
 6k2
 (n− 1
 24
 )1
 t
 )dt
 Now in [10], we have the formula
 Iν(z) =(z/2)ν
 2πi
 ∫ c+i∞
 c−i∞t−ν−1et+(z2/4t)dt
 For c > 0,<(ν) > 0, and Iν is the modified Bessel function, defined by Iν(z) = i−νJν(iz),
 where Jν is Bessel function of the first kind. Picking ν = 3/2 and z = πk
 √23
 (n− 1
 24
 )gives
 p(n) = 2π( π
 12
 )3/2∞∑k=1
 Ak(n)k−5/2π−3/2
 (n− 1
 24
 )−3/4
 6−3/4k−3/2I3/2
 (π
 k
 √2
 3
 (n− 1
 24
 ))
 =2π(n− 1
 24
 )−3/4
 243/4
 ∞∑k=1
 Ak(n)k−1I3/2
 (π
 k
 √2
 3
 (n− 1
 24
 ))Since I3/2 is a Bessel function of half odd order, we can reduce
 I3/2(z) =
 √2z
 π
 d
 dz
 (sinh z
 z
 )
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 With this identity, we finally have
 p(n) =1
 π√
 2
 ∞∑k=1
 Ak(n)√kd
 dn
 sinh(πk
 √23
 (n− 1
 24
 ))√n− 1
 24
 �
 5. Second application: Ramanujan congruences
 As we have seen, the partition function’s close relation to the Dedekind η-function allowsthe results from the theory of modular forms to be used to prove properties of p(n). As asecond example of this correspondance, we give here a proof of the Ramanujan congruencesof p(n), obtained using techniques related to modular forms.
 The Ramanujan congruences state that for l ∈ 5, 7, 11 and δl = l2−124
 , for every positiveinteger n, we have the congruence
 p(ln− δl) ≡ 0 (mod l)
 We will outline a proof by Lachterman, Schayer and Younger, in [7].
 5.1. Additional Results from Modular Functions. We first need a couple more defini-tions and results from the theory of modular forms. Once again, proofs can be found in anyreference on modular forms, such as [9].
 Definition 5.1. Klein’s modular j-function is defined as
 j(z) =E4(z)3
 ∆(z)= q−1 + 744 + . . .
 Lemma 5.2. Any weight 0 weakly modular form can be written as a polynomial in the jfunction.
 We will also need a basic result about modular forms, the valence formula.
 Theorem 5.3. Let ρ = e2πi/3. If f is a weight k modular form, and vτ (f) is the order ofthe pole or zero at τ , then we have the formula
 k
 12= v∞(f) + vi(f) + vρ(f) +
 ∑τ∈H/Γτ /∈i,ρ
 vτ (f)
 Here, we take the convention that the order of a pole is negative, and the order of a zero ispositive.
 From the valence formula we can calcuate the dimension of Mk
 Lemma 5.4. Let m(k) be the dimension of the vector space Mk. Then
 ˜m(k) =
 {bk/12c, k ≡ 2 (mod 12)bk/12c+ 1, otherwise
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 5.2. Proof of Ramanujan Congruences. Let us now define the following Eisenstein se-ries, corresponding to modular forms of even weight. Denote by Ek
 Ek =
 1, k ≡ 0 (mod 12)E14, k ≡ 2 (mod 12)E4, k ≡ 4 (mod 12)E6, k ≡ 6 (mod 12)E2
 4 , k ≡ 8 (mod 12)E4E6, k ≡ 10 (mod 12)
 This next theorem, by Choie, Kohnen and Ono [6], will be the key ingredient.
 Theorem 5.5. Let f ∈M12n+14, g ∈Mk. If we denote the constant term in the q expansionof a modular form h by c(h), we have
 c
 (f · g
 ∆n+m(k)Ek
 )= 0
 The following pair of Lemmas are due to Lachterman, Schayer and Younger.
 Lemma 5.6. For l ∈ 5, 7, 11, then for all n ≥ l, there is an fn,l ∈M12n+14 such that
 fn,l ≡ Elk (mod l)
 where k is even, and not congruent to 2 (mod 2). Here, congruent means that the coefficientsof the q expansion are congruent.
 Lemma 5.7. Let τ(n) be the n-th coefficient in the q-expansion of ∆δl. The Ramanujancongruences are equivalent to
 τl(ln) ≡ 0 (mod l)
 for all n ≥ 1.
 Theorem 5.8. For l ∈ 5, 7, 11 and δl = l2−124
 , for every positive integer n, we have thecongruence
 p(ln− δl) ≡ 0 (mod l)
 Proof. By the previous proposition, it suffices to show τl(ln) ≡ 0 (mod l) for l ∈ 5, 7, 11. Wecan check that this is true for n = 1, so it remains to show this for n > 1. Let t = ln−m(12δl).By Lemma 5.6, we can find ft,l ∈ M12t+14 such that ft,l ≡ El
 k (mod l). Then by Theorem5.5,
 c
 (ft,l∆ln
 ∆δl
 )≡ c
 (Elk
 ∆ln∆δl
 )≡ 0 (mod l)
 Denote the coefficients of Elk/∆ln by λ(m). By using the fact that (1−x)l ≡ 1−xl (mod l),
 we ge that λ(m) is nonzero only at multiples of l. From there, the constant coefficientequation becomes
 n∑m=0
 τl(lm)λ(−lm) ≡ 0 (mod l)
 By induction, τl(lm) ≡ 0 (mod l) for all m < n, so this implies that τl(ln) ≡ 0 (mod l),completing the induction. �
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 6. Further Research on the Partition Function via Modular Forms
 Though the partition function is measuring a combinatorial quantity, the two results aboveshow that studying this function through its connection to the η-function and leveraging themachinery of the theory of modular forms can be very fruitful. Indeed, there is much currentresearch centered on using deep results in modular function theory to provide new insightinto the partition function.
 As an example of these methods, we briefly mention two recent results. The first, byAhlgren, concerns the existence of congruences for the partition function similar to theRamanujan congruences, but with different moduli. From [1], a corollary of the main resultgives
 Theorem 6.1 (Ahlgren, 2000). If M is a positive integer coprime to 6, then there existinfinitely many arithmetic progressions An + B (none of which is contained in any other),such that
 p(An+B) ≡ 0 (mod M)
 Thus, we can find Ramanujan-like congruences for many more moduli. A second result,recently announced by Bruinier and Ono [5], provides an exact formula of p(n) as a finite sumof algebraic numbers. These algebraic numbers are singular moduli of a special Maass form,which can be thought of as a function that obeys the modular relation, but isn’t necessarilyholomorphic. The Maass form is constructed from the Eisenstein series E2 (which isn’t amodular form, but is in some sense “almost” a modular form), and the η-function, againhighlighting the close connection between the partition function and the theory of modularforms.
 Further results along these lines, along with an overview of the history of results concerningthe partition function and a list of furhter references, can be found in [2].
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