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We discuss approximation properties of deep neural nets, in the
case that the data concen-trates near a d-dimensional manifold Γ ∈
Rm. Our network essentially computes waveletfunctions, which are
computed from Rectified Linear Units (ReLU). Given a squared
inte-grable function f and a manifold Γ, we specify the size of a
depth 4 network that approxi-mates f on Γ. We take advantage of the
possibility that d� m to construct a network inwhich the number of
hidden units depends mostly on d, rather than on m. In addition,
thenetwork’s size depends also the complexity of f , and the
curvature of Γ. For two specificfunction classes, functions with
sparse wavelet coefficients and C2 functions we also obtainerror
bounds.

Provable approximation properties for deepneural networks

Uri Shaham†, Alexander Cloninger‡ and Ronald R.
Coifman‡,Technical Report YALEU/DCS/TR-1513

† Department of Statistics, Yale University, New Haven CT 06511‡
Applied Mathematics Program, Yale University, New Haven CT
06511

Approved for public release: distribution is unlimited.Keywords:
deep neural networks, approximation rates, manifold learning


	
1 Introduction

Since 2006, deep learning algorithms achieved unprecedented
success and state-of-the-art resultsin various machine learning and
artificial intelligence tasks, most notably image recognition
(forexample, [1], [2], [3], [4]), Optical Character Recognition
(OCR, for example, [5], [6]), speechrecognition (for example, [7],
[8] [9]), text analysis and Natural Language Processing (NLP,for
example [10]). Deep Neural Networks (DNNs) are general in the sense
of their mechanismfor learning features of the data. Nevertheless,
in numerous cases, results obtained with DNNsoutperformed previous
state of the art methods, often requiring significant domain
knowledge,manifested in hand-crafted features.

Despite the great success of DNNs in many practical
applications, the theoretical frameworkof DNNs is still lacking;
along with some decades-old well-known results, developing
aspectsof such theoretical framework are the focus of much recent
academic attention. In particular,some interesting topics are (1)
specification of the network topology (i.e., depth, layer
sizes),given a target function, in order to obtain certain
approximation properties, (2) estimating thesize of training data
needed in order to generalize to test data with high accuracy, and
also (3)development of training algorithms with performance
guarantees.

1.1 The contribution of this Work

In this manuscript we discuss the first topic, i.e., given a
target function f : Rm → R, weaim to specify a Multi Level
Perceptron (MLP) network topology that, given optimal
weights,achieves desired approximation level. We essentially
construct a wavelet network, which is basedon modern deep learning
practice, i.e., the network has depth 4, and the wavelet functions
arecomputed using Rectified Linear functions. In addition, We
assume that the training dataconcentrates near a d-dimensional
manifold in Rm, which seems to be a reasonable assumptionin many
practical applications. We specify the network topology in terms of
the manifolddimension d, the ambient dimension m, and the
complexity of the function, which is manifestedthrough the number
of dictionary elements that are needed to approximate it. In
particular,the specified number of units depends only weakly on the
dimension m of the ambient spaceand more strongly on the dimension
d of the manifold. Lastly, for two classes of functionswe also
provide approximation error rates: L2 error rate for functions with
sparse waveletexpansion and point-wise error rate for functions in
C2. In particular, we will prove a moredetailed version of the
following theorem

Theorem 1.1. Let Γ ⊂ Rm be a smooth d-dimensional manifold, and
let f ∈ L2(Γ). Let CΓ bethe size of a sufficiently small atlas for
Γ so that Γ can be approximated using CΓ d-dimensionalhyperplanes.
Then

• if f can be represented as a sum of CΓ functions with wavelet
coefficients in l1 then thereexists a depth 4 network with c1 + c2N
Rectifier and linear units which approximate f byfN so that

‖f − fN‖2 ≤c√N

(1)
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• if f can be represented as a sum of CΓ C2 functions with
bounded second derivative thenthere exists a depth 4 network with
c1 + c2N Rectifier and linear units which approximatef by fN so
that for every x ∈ Γ

‖f(x)− fN (x)‖ = O(N−

2d

)(2)

where c1 = mCΓ + 4(m−d) + 1, c2 = (8d+ 2)CΓ and c is some
constant. For general functionsf ∈ L2(Γ) we get that if f can be
approximated using a depth 4 network of rectifier and linearunits
with total of c1 + c2

∑CΓi=1 ki units, where ki is the number of wavelet terms taken
to

approximate f on the i’th chart.

1.2 The structure of this manuscript

The structure of this manuscript is as follows: in Section 2 we
review some of the fundamentalresults in neural network analysis,
as well as some of the recent theoretical developments. InSection 3
we give quick technical review of the mathematical methods and
results that are usedin our construction. In Section 4 we describe
our main result, namely construction of deepneural nets for
approximating functions on smooth manifolds. In Section 5 we
specify the sizeof the network needed to learn a function f , in
view of the construction of the previous section.Section 6 briefly
concludes this manuscript.

1.3 Notation

Γ denotes a d-dimensional manifold in Rm. {(Ui, φi)} denotes an
atlas for Γ. Tangent hyper-planes to Γ are denoted by Hi. f and
variants of it stand for the function to be approximated.ϕ,ψ are
scaling and wavelet functions, respectively. The wavelet terms are
indexed by scale kand offset b. The support of a function f is
denoted by supp(f).
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2 Related work

A well known result by Hornik, Stinchcombe and White [11] states
that an ANN with a single,possibly huge, hidden layer can
approximate any Borel measurable function to an arbitrarydegree of
precision. A similar result was proved independently by Cybenko
[12] for continuouscompactly supported functions, using a single
layer network of sigmoidal units. Barron [13]showed that given a
function f : Rm → R with bounded first moment of the magnitude of
theFourier transform

Cf =

∫Rm|w||f̃(w)|


	
where RBM-based networks are shown to correspond to block-spin
re-normalization, a physicaltechnique for compression of spin
configurations.
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3 Preliminaries

3.1 Harmonic analysis on spaces of homogeneous type

3.1.1 Construction of wavelet frames

In this section we cite several standard results, mostly from
[29], showing how to construct awavelet frame of L2(Rd), and
discuss some of its properties.

Definition 3.1. (Definition 1.1 in [29])A space of homogeneous
type (X , µ, δ) is a set X together with a measure µ and a
quasi-metric δ (satisfies triangle inequality up to a constant A)
such that for every x ∈ X , r > 0

• , 0 < µ(B(x, r))


	
3.2 Approximation of functions with sparse wavelet
coefficients

In this section we cite a result from [15] regarding
approximating functions which have sparserepresentation with
respect to a dictionary D using finite linear combinations of
dictionaryelements.

Let f a function in some Hilbert space H with inner product 〈·,
·〉 and norm ‖ · ‖, and letD ⊂ H be a dictionary, i.e., any family
of functions (g)g∈D with unit norm. Assume that f canbe represented
as a linear combination of elements in D with absolutely summable
coefficients,and denote the sum of absolute values of the
coefficients in the expansion of f by ‖f‖L1 .

In [15], it is shown that L1 functions can be approximated using
N dictionary terms withsquared error proportional to 1√

N. As a bonus, we also get a greedy algorithm (though not

always practical) for selecting the corresponding dictionary
terms. OGA is a greedy algorithmthat at the k’th iteration computes
the residual

rk−1 := f − fk−1, (8)

finds the dictionary element that is most correlated with it

gk := arg maxg∈D|〈rk−1, g〉| (9)

and defines a new approximation

fk := Pkf, (10)

where Pk is the orthogonal projection operator onto span{g1,
..., gk}.

Theorem 3.5. (Theorem 2.1 from [15]) The error rN of the OGA
satisfies

‖f − fN‖ ≤ ‖f‖L1(N + 1)−1/2. (11)

Clearly, for H = L2(Rd) we can choose the dictionary to be the
wavelet frame given by

D = {ψk,b : (k, b) ∈ Z × Rd, b ∈ 2−kZ}. (12)

Remark 3.6. Let D = {ψk,b} be a wavelet frame that satisfies the
regularities in conditions3.14−3.19 in [29]. Then if a function f
is in L1 with respect to D, it is also in L1 with respect toany
other wavelet frame that satisfies the same regularities. In other
words, having expansioncoefficients in l1 does not depend on the
specific choice of wavelets (as long as the regularitiesare
satisfied). To see the main idea behind the proof of this claim,
consider to frames {ψk,b}and {ψ′k,b}. Any element ψ′k′,b′ can be
represented as

ψ′k′,b′ =∑k,b

〈ψ′k′,b′ , ψ̃k,b〉ψk,b. (13)

Observe that in case k ≈ k′, the inner product is of large
magnitude only for a small number ofb′s. In case k � k′ or k � k′,
the inner product is between peaked function which integrates
tozero and a flat function, hence has small magnitude. This idea is
formalized in a more generalform in Section 4.7 in [29].
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Remark 3.7. Section 4.5 in [29] gives a way to check whether a
function f has sparse coeffi-cients without actually calculating
the coefficients:

f ∈ L1 iff∑k∈Z

2k/2‖f ∗ ψk,0‖1 0 such that for every x, y ∈ Γ with ρ(x, y) <
δ

1

1 + �ρ(x, y) < ‖x− y‖2 <

1

1− �ρ(x, y), (15)

where ρ is the geodesic distance on Γ.

Definition 3.8. A chart for Γ is a pair (U, φ) such that U ⊆ Γ
is open and

φ : U →M, (16)

where φ is a homeomorphism and M is an open subset of a
Euclidean space.

One way to think of a chart is as a tangent plane at some point
x ∈ U ⊆ Γ, such that theplane defines a Euclidean coordinate system
on U via the map φ.

Definition 3.9. An atlas for Γ is a collection {(Ui, φi)}i∈I of
charts such that ∪iUi = Γ.

Definition 3.10. Let Γ be a smooth manifold. A partition of
unity of Γ w.r.t an opencover {Ui}i∈I is a family of nonnegative
smooth functions {ηi}i∈I such that for every x ∈ X,∑

i ηi(x) = 1 and for every i, supp(ηi) ⊆ (Ui).

Theorem 3.11. (Proposition 13.9 in [30]) Let Γ be a compact
manifold and {Ui}i∈I be anopen cover of Γ. Then there exists a
partition of unity {ηi}i∈I such that for each i, ηi is inC∞, has
compact support and supp(ηi) ⊆ Ui.
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4 Approximating functions on manifolds using deep neural
nets

In this section we describe in detail the steps in our
construction of deep networks, which aredesigned to approximate
functions on smooth manifolds. The main steps in our
constructionare the following:

1. We construct a frame of L2(Rd) in which the frame elements
can be constructed fromrectified linear units (see Section
4.1).

2. Given a d-dimensional manifold Γ ⊂ Rm, we construct an atlas
for Γ by covering it withopen balls (see Section 4.2).

3. We use the open cover to obtain a partition of unity of Γ and
consequently represent anyfunction on Γ as a sum of functions on Rd
(see section 4.3).

4. We show how to extend the wavelet terms in the wavelet
expansion, which are defined onRd, to Rm in a way that depends on
the curvature of the manifold Γ (see Section 4.4).

4.1 Constructing a wavelet frame from rectifier units

In this section we show how Rectified Linear Units (ReLU) can be
used to obtain a waveletframe of L2(Rd).

The rectifier activation function is defined on R as

rect(x) = max{0, x}. (17)

we define a trapezoid-shaped function t : R→ R by

t(x) = rect(x+ 3)− rect(x+ 1)− rect(x− 1) + rect(x− 3). (18)

We then define the scaling function ϕ : Rd → R by

ϕ(x) = Cd rect

d∑j=1

t(xj)− 2(d− 1)

, (19)where the constant Cd is such that∫

Rdϕ(x)dx = 1; (20)

for example, C1 =18 . Following the construction in Section 3.1,
we define

Sk(x, b) = 2kϕ(2

kd (x− b)) (21)

Lemma 4.1. The family {Sk} is a family of averaging kernels.
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The proof is given in Appendix A. Next we define the (“mother”)
wavelet as

Dk(x, y) = Sk(x, y)− Sk−1(x, y), (22)

And denote

ψk,b(x) ≡ 2−k2Dk(x, b), (23)

and

ψ(x) ≡ ψ0,0(x) (24)= D0(x, 0) (25)

= S0(x, 0)− S−1(x, 0) (26)

= ϕ(x)− 2−1ϕ(2−1dx)). (27)

Figure 1 shows the construction of ϕ and ψ in for d = 1, 2.

Remark 4.2. We can see that

ψk,b(x) = 2− k

2Dk(x, b) (28)

= 2−k2 (Sk(x, b)− Sk−1(x, b)) (29)

= 2−k2 (2kϕ(2

kd (x− b))− 2k−1ϕ(2

k−1d (x− b))) (30)

= 2k2

(ϕ(2

kd (x− b))− 2−1ϕ(2

k−1d (x− b))

)(31)

= 2k2ψ(

2kd (x− b)

). (32)

From Theorem 3.3 and the above construction we then get the
following lemma

Lemma 4.3. {ψk,b : k ∈ Z, b ∈ 2−kZ} is a frame of L2(Rd).

Next, the following lemma uses properties of the above frame to
obtain point-wise errorbounds in approximation of compactly
supported functions f ∈ C2.

Lemma 4.4. Let f ∈ L2(Rd) be compactly supported, twice
differentiable and let ‖∇2f‖op bebounded. Then for every k ∈ N ∪
{0} there exists a combination fK of terms up to scale K sothat for
every x ∈ Rd

|f(x)− fK(x)| = O(

2−2Kd

). (33)

The proof is given in Appendix B.

Remark 4.5. With the above construction, ϕ can be computed using
a network with 4drectifier units in the first layer and a single
unit in the second layer. Hence every wavelet termψk,b can be
computed using 8d rectifier units in the first layer, 2 rectifier
units in the secondlayer and a single linear unit in the third
layer. From this, the sum of k wavelet terms can becomputed using a
network with 8dk rectifiers in the first layer, 2k rectifiers in
the second layerand a single linear unit in the third layer.
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Figure 1: Top row, from left: the trapezoid function t, and the
functions ϕ,ψ on R. Bottomrows: the functions ϕ,ψ on R2 from
several points of view.

4.2 Creating an atlas

In this section we specify the number of charts that we would
like to have to obtain an atlasfor a compact d -dimensional
manifold Γ ∈ Rm.

For our purpose here we are interested in a small atlas. We
would like the size CΓ of suchatlas to depend on the curvature of
Γ: the smoother Γ is, the smaller is the number of charts
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we will need for Γ.Following the notation of Section 3.3, let �
be sufficiently small so that the corresponding δ

has the property that for every m-dimensional Euclidean ball
B(xi, (1−�)δ) centered in xi ∈ Γ,B(xi, (1 − �)δ) ∩ Γ is a local
neighborhood of xi. We then cover Γ with balls of radius (1−�)δ2
.The number of such balls that are required to cover Γ is

CΓ ≤⌈

2SA(Γ)

((1− �)δ)dTd

⌉, (34)

where SA(Γ) is the surface area of Γ, and Td is the thickness of
the covering (which correspondsto by how much the balls need to
overlap).

Remark 4.6. The thickness Td scales with d however rather
slowly: by [31], there exist coveringwith Td ≤ d log d+ 5d. For
example, in d = 24 there exist covering with thickness of 7.9.

A covering of Γ by such a collection of balls defines an open
cover of Γ by

Ui ≡ B(xi,

(1− �)δ2

)∩ Γ. (35)

This construction is sketched in Figure 2, where Hi is the
tangent plane to Γ at xi and φi isthe orthogonal mapping from Ui to
Hi. The above construction has two important properties,

Figure 2: Construction of atlas.

summarized in Lemma 4.7

Lemma 4.7. For every x ∈ Ui,

‖x− φi(x)‖2 ≤ r1 ≈δ√

2�− �22

(36)

and for every x ∈ Γ \ Ui such that φi(x) ∈ φi(Ui)

‖x− φi(x)‖2 ≥ r2 ≈ δ√

2�− �2. (37)
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4.3 Representing a function on manifold as a sum of functions in
Rd

Let Γ be a compact d-dimensional manifold in Rm, let f : Γ→ R
and let A = {(Ui, φi)}CΓi=1 bean atlas obtained by the covering in
Section 4.2.{Ui} is an open cover of Γ, hence by Theorem 3.11 there
exists a corresponding partition

of unity, i.e., a family of compactly supported C∞ functions
{ηi}CΓi=1 such that

• ηi : Γ→ [0, 1]

• supp(ηi) ⊆ (Ui)

•∑

i ηi = 1

Let

fi ≡ fηi, (38)

and observe that∑

i fi = f . We denote the image φi(Ui) by Ii. Then Ii ⊂ Hi, i.e.,
Ii lies in ad-dimensional hyperplane Hi which is isomorphic to Rd.
We define f̂i on Rd as

f̂i(x) =

{fi(φ

−1(x)) x ∈ Ii0 otherwise

(39)

and observe that f̂i is compactly supported. This construction
gives the following Lemma

Lemma 4.8. For all x ∈ Γ,∑i

f̂i(φi(x)) = f(x). (40)

Assuming f̂i ∈ L2(Rd), by Lemma 4.3 it has a wavelet expansion
using the frame that wasconstructed in Section 4.1.

4.4 Extending the wavelet terms in the approximation of f̂i to
Rm

Assume that f̂i ∈ L2(Rd) and let

f̂i =∑(k,b)

αk,bψk,b, (41)

be its wavelet expansion, where αk,b ∈ R and ψk,b is defined on
Rd.We now show how to extend each ψk,b to Rm. Let’s assume (for
now) that the coordinate

system is such that the first d coordinates are the local
coordinates (i.e., the coordinates onHi) and the remaining m− d
coordinates are of the directions which are orthogonal to Hi.

By Lemma 4.7 it suffices to extend each ψk,b to Rm so that in
each of the m− d orthogonaldirections, ψk,b will be constant in
[−r1, r1] and will have a support which is contained in[−r2,
r2].
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Recall from Remark 4.2 that each of the wavelet terms ψk,b in
Equation (41) is defined onRd by

ψk,b(x) = 2k2

(ϕ(2

kd (x− b))− 2−1ϕ(2

k−1d (x− b))

)(42)

(43)

and recall that as in Equation (19), the scaling function ϕ was
defined on on Rd by

ϕ(x) = Cd rect

d∑j=1

t(xj)− 2(d− 1)

. (44)We extend ψk,b to Rm by

ψk,b(x) ≡ 2k2

(ϕr(2

kd (x− b))− 2−1ϕr(2

k−1d (x− b))

), (45)

where

ϕr(2kd (x− b)) ≡ Cd rect

d∑j=1

t(2kd (xj − bj)) +

m∑j=d+1

tr(xj)− 2(m− 1)

, (46)and tr is a trapezoid function which is supported on [−r2,
r2] and its top (small) base is between[−r1, r1] and has height 2.
Observe that if φ(x) > 0 then all the summands in Equation
(46)are positive as well. This definition of ψk,b gives it a
constant height for distance r1 in eachorthogonal coordinate, and
then a linear decay, until it vanishes at distance r2 from the
manifoldin this coordinate. This construction gives the following
lemma

Lemma 4.9. For every chart (Ui, φi) and every x ∈ Γ \ Ui, x is
outside the support of everywavelet term corresponding to chart j
6= i.

Remark 4.10. Since the m−d additional trapezoids in Equation
(46) do not scale with k andshift with b, they can be shared across
all wavelet terms in Equation (41), so that the extensionof the
wavelet terms from Rd to Rm can be computed with 4(m− d)
rectifiers.

Finally, in order for this construction to work for all i = 1,
..., CΓ the input x ∈ Rm of thenetwork can be first mapped to RmCΓ
by a linear transformation so that the each of the CΓblocks of m
coordinates gives the local coordinates on Γ in the first d
coordinates and on theorthogonal subspace in the remaining m− d
coordinates.
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5 Specifying the required size of the network

In the construction of Section 4, we approximate a function f ∈
L2(Γ) using a depth 4 network,where the first layer computes the
local coordinates in every chart in the atlas, the second
layercomputes rect functions that are to form trapezoids, the third
layer computes scaling functions

of the form ϕ(2kd (x − b)) for various k, b and the fourth layer
consists of a single node which

computes the

f̂ =

CΓ∑i=1

∑(k,b)

ψ(i)k,b, (47)

where ψ(i)k,b is a wavelet term on the i’th chart. This network
is sketched in Figure 3.

Figure 3: A sketch of the network.

From this construction, we obtain the following theorem, which
is the main result of thiswork:

Theorem 5.1. Let Γ be a d-dimensional manifold in Rm, and let f
∈ L2(Γ). Let {(Ui, φi)} bean atlas of size CΓ for Γ, as in Section
4.2. Then f can be approximated using a 4-layer networkwith mCΓ
linear units in the first hidden layer 8d

∑CΓi=1 ki + 4CΓ(m − d) rectifier units in the

second hidden layer, 2∑CΓ

i=1 ki rectifier units in the third layer and a single linear
unit in thefourth (output) layer, where ki is the number of wavelet
terms that are used for approximatingf on the i’th chart.

Proof. As in Section 4.3, we construct functions f̂i on Rd as in
Equation (39), which, by Lemma4.8, have the property that for every
x ∈ Γ,

∑i f̂i(φi(x)) = f(x). By Lemma 4.9 every wavelet

term in the extension of the expansion of f̂i is not supported
on Γ \Ui, so an approximation off is obtained by adding the
approximations of all the f̂i’s.

A first layer of the network will consist mCΓ linear units and
will compute the map as in thelast paragraph of Section 4.4, i.e.,
linearly transform the input to CΓ blocks, each of dimension
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m, so that in each block i the first d coordinates are with
respect to the tangent hyperplane Hi(i.e., will give the
representation φi(x)) and the remaining m− d coordinates are with
respectto directions orthogonal to Hi.

For each i = 1, .., CΓ, we approximate each f̂i using ki


	
Remark 5.6. The unit count in Theorem 5.1 and Corollaries 5.4
and 5.5 is overly pessimistic,in the sense that we assume that the
sets of wavelet terms in the expansion of f̂i, f̂j do notintersect,
where i, j are chart indices. A tighter bound can be obtained if we
allow waveletfunctions be shared across different charts, in which
case the term CΓ

∑ki in Theorem 5.1 can

be replaced by the total number of distinct wavelet terms that
are used on all charts, hencedecreasing the constant c2. In
particular, in Corollary 5.5 we are using all terms up to the
K’thscale on each chart. In this case the constant c2 = 8d+ 2.

Remark 5.7. The linear units in the first layer can be simulated
using ReLU units with largepositive biases, and adjusting the
biases of the units in the second layer. Hence the first layercan
contain ReLU units instead of linear units.
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6 Conclusions

The construction presented in this manuscript can be divided to
two main parts: in the ana-lytical part, we constructed a wavelet
frame if L2(Rd), where the wavelets are computed fromRectified
Linear units. In the topological part, given training data on a
d-dimensional manifoldΓ we constructed an atlas and represented any
function on Γ as sum of functions that aredefined on the charts. We
then used Rectifier units to extend the wavelet approximation ofthe
functions from Rd to the ambient space Rm. This construction allows
us to state the sizeof a depth 4 neural net given a function f to
be approximated and a manifold Γ. We showhow the specified size
depends on the complexity of the function (manifested in the number
ofwavelet terms in its approximation) and the curvature of the
manifold (manifested in the sizeof the atlas). In particular, we
take advantage of the fact that d can possibly be much smallerthan
m to construct a network with size that depends more strongly on d.
In addition, we alsoobtained squared error rate in approximation of
functions with sparse wavelet expansion andpoint-wise error rate
for twice differentiable functions.

In the future, we plan to obtain the partition of unity not only
based on the manifoldΓ but also based on the level sets of the
functions f̂i. This might allow us to approximatethe functions f̂i
to a better precision using less wavelet terms. We hypothesize that
a similarprocess, i.e., adjusting the hidden units to the level
sets of the function, also occurs duringstandard training of neural
nets. In particular, when keeping the weights of the network tied
ina way that verifies that the net computes our wavelet functions,
training the net will correspondto find the appropriate scales k
and shifts b to obtain efficient representation of the
functionsf̂i’s.

Finally, observe the choice of using rectifier units to
construct our wavelet frame is conve-nient, however somewhat
arbitrary. Similar wavelet frames can be constructed by any
function(or combination of functions) that can be used to construct
“bump” functions i.e., functionswhich are localized and have fast
decay. For example, general sigmoid functions σ : R → R,which are
monotonic and have the properties

limx→−∞

σ(x) = 0 and limx→∞

σ(x) = 1 (50)

can used to construct a frame in a similar way, by computing
“smooth” trapezoids. Recall alsothat by Remark 3.6, any two such
frames are equivalent.
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A Proof of Lemma 4.1

.

Proof. In order to show that the family {Sk} in Equation (21) is
a valid family of averagingkernel functions, we need to verify that
conditions 3.14− 3.19 in [29] are satisfied. Here ρ(x, b)is the
volume of the smallest Euclidean ball which contains x and b,
namely ρ(x, b) = c‖x−b‖d,for some constant c. Our goal is to show
that there exist constants C ≤ ∞, σ > 0 and � > 0such that
for every k ∈ Z, and x, x′, b, b′ ∈ Rd

• 3.14:

Sk(x, b) ≤ C2−k�

(2−k + ρ(x, b))1+�, (51)

Proof. WLOG we can assume b = 0, and let � be arbitrary positive
number. It can beeasily verified that there exists a constant C ′
such that

ϕ(x) ≤ C′

(c−1 + ‖x‖d)1+�. (52)

Then

Sk(x, 0) = 2kϕ(

2kdx)

(53)

≤ C ′ 2k

(c−1 + 2k‖x‖d)1+�(54)

= C ′2k(1+�)2−k�

(c−1 + 2k‖x‖d)1+�(55)

= C ′2−k�

(c−12−k + ‖x‖d)1+�(56)

= C12−k�

(2−k + ρ(x, 0))1+� , (57)

where C1 = c1+�C ′.

• 3.15, 3.16: Since Sk(x, b) depends only on x − b and is
symmetric about the origin, itsuffices to prove only 3.15. We want
to show that if ρ(x, x′) ≤ 12A(2

−k + ρ(x, b)) then

|Sk(x, b)− Sk(x′, b)| ≤ C(

ρ(x, x′)

2−k + ρ(x, b)

)σ 2−k�(2−k + ρ(x, b))1+�

. (58)
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Proof. WLOG b = 0; we will prove for every x, x′. Let � be
arbitrary positive number,and let σ = 1d . By the mean value
theorem we get

|Sk(x, 0)− Sk(x′, 0)|ρ(x, x′)σ

≤ maxzk between x,x′

1

c‖∇x(Sk(zk, 0))‖. (59)

Denote

F (x) ≡ ‖∇x(S0(x, 0))‖. (60)

Then

‖∇x(Sk(x, 0))‖ = 2k2kdF(

2kdx). (61)

As in the proof of condition 3.14, it can be easily verified
that there exists a constant C ′

such that

F (x) ≤ C ′ 1(c−1 + ‖x‖d)σ

1

(c−1 + ‖x‖d)1+�. (62)

We then get

|Sk(x, b)− S0(x′, b)|ρ(x, x′)σ

=1

c‖∇x(Sk(zk, 0))‖ (63)

= 2k2kdF(

2kd

)(64)

≤ C ′ 2kd

(c−1 + 2k‖x‖d)σ2k

(c−1 + 2k‖x‖d)1+�(65)

= C ′2kd

(c−1 + 2k‖x‖d)σ2k(1+�)2−k�

(c−1 + 2k‖x‖d)1+�(66)

= C ′1

(c−12−k + ‖x‖d)σ2−k�

(c−12−k + ‖x‖d)1+�(67)

= C21

(2−k + ρ(x, 0))σ

2−k�

(2−k + ρ(x, 0))1+�, (68)

where C2 = cσ+1+�C ′.

• 3.17, 3.18: Since Sk(x, b) depends only on x − b and is
symmetric about the origin, itsuffices to prove only 3.17∫

RdSk(x, b)dx =

∫RdSk(x, b)db = 1. (69)

22


	
Proof. By Equation (19)∫Rdϕ(x)dx = 1 (70)

and consequently for every k ∈ Z and b ∈ Rd∫RdSk(x, b)dx = 1.
(71)

• 3.19: we want to show if ρ(x, x′) ≤ 12A(2−k + ρ(x, b)) and
ρ(b, b′) ≤ c(2−k + ρ(x, b)) then

|Sk(x, b)− Sk(x′, b)− Sk(x, b′) + Sk(x′, b′)| (72)

≤ C(

ρ(x, x′)

2−k + ρ(x, b)

)σ ( ρ(b, b′)2−k + ρ(x, b)

)σ 2−k�(2−k + ρ(x, b))1+�

. (73)

Proof. We will prove for all x, x′, b, b′. Let σ = 1d . Observe
that

|Sk(x, b)− Sk(x′, b)− Sk(x, b′) + Sk(x′, b′)|ρ(x, x′)σρ(b,
b′)σ

(74)

≤| |Sk(x,b)−Sk(x

′,b)|ρ(x,x′)σ +

|Sk(x,b′)+Sk(x′,b′)|ρ(x,x′)σ |

ρ(b, b′)σ(75)

(76)

Denote

F (b) ≡ |Sk(x, b)− Sk(x′, b)|

ρ(x, x′)σ. (77)

Then by applying the mean value theorem twice we get

| |Sk(x,b)−Sk(x′,b)|

ρ(x,x′)σ +|Sk(x,b′)+Sk(x′,b′)|

ρ(x,x′)σ |ρ(b, b′)σ

(78)

=|F (b)− F (b′)|

ρ(b, b′)σ(79)

1

c≤ max

z between b,b′∇b(F (z)) (80)

=1

cmax

z between b,b′∇b(|Sk(x, z)− Sk(x′, z)|

ρ(x, x′)σ

)(81)

1

c2≤ max

z between b,b′max

z′ between x,x′‖∇2x,b(Sk(z′, z))‖ (82)
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From this, we can see that Since Sk is compactly supported and
bounded, there existcompactly supported function ξ(x) such that

|S0(x, b)− S0(x′, b)− S0(x, b′) + S0(x′, b′)|ρ(x, x′)σρ(b,
b′)σ

(83)

≤ ξ(x− b) + ξ(x− b′), (84)

and consequently

|Sk(x, b)− Sk(x′, b)− Sk(x, b′) + Sk(x′, b′)|ρ(x, x′)σρ(b,
b′)σ

| (85)

≤ 2k22kd

(ξ(

2kd (x− b)

)+ ξ

(2kd (x− b′)

)). (86)

As in the proof of conditions 3.14, 3.15, there exists a
constant C ′ such that

ξ(x− b) + ξ(x− b′) ≤ C ′ 1(c−2 + ‖x− b‖d)2σ

1

(c−1 + ‖x− b‖d)1+�. (87)

We then get

|Sk(x, b)− Sk(x′, b)− Sk(x, b′) + Sk(x′, b′)|ρ(x, x′)σρ(b,
b′)σ

(88)

≤ 2k22kd

(ξ(

2kd (x− b)

)+ ξ

(2kd (x− b′)

))(89)

≤ C ′ 22kd

(c−2 + 2k‖x− b‖d)2σ2k

(c−1 + 2k‖x− b‖d)1+�(90)

= C ′1

(c−22−k + ‖x− b‖d)2σ2−k�

(c−12−k + ‖x− b‖d)1+�(91)

= C31

(2−k + ρ(x, b))2σ2−k�

(2−k + ρ(x, b))1+�, (92)

where C3 = c2σ+1+�.

Finally, we set C = max{C1, C2, C3}.

B Proof of Lemma 4.4

We first prove the following propositions.

Proposition B.1. For each k, b, ψk,b, ψ̃k,b have two vanishing
moments.
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Proof. Note that a function f on Rd which is symmetric about the
origin satisfies∫Rdxf(x)dx = 0. (93)

We first show that for every (k, b) ∈ Λ, ψk,b has two vanishing
moments. For each (k, b) ∈ Z×Rd

2−k∫Rdϕ(2

kd (x− b))dx =

∫Rdϕ(x)dx (94)

= 1, (95)

by change of variables. This gives that for every (k, b) ∈ Z×
Rd∫Rdψk,b(x)dx = 2

k2

∫Rdϕ(2

kd (x− b)− ϕ

(2k−1d (x− b)

)dx (96)

= 0, (97)

Hence the first moment of ψk,b vanishes. Further, since ϕ is
symmetric about the origin wehave ∫

Rdxϕ(

2kd (x− b)

)dx =

∫Rd

(2−kd y + b)ϕ(y)dy (98)

= 2−kb

∫Rdϕ(y)dy (99)

= 2−kb, (100)

which gives ∫Rdxψk,b(x)dx = 2

− k2

∫Rdϕ(

2kd (x− b)

)− 2−1ϕ

(2k−1d (x− b)

)dx (101)

= 2−k2

(2−kb− 2−12−(k−1)b

)(102)

= 2−k2

(2−kb− 2−kb

)(103)

= 0, (104)

hence the second moment of ψk,b also vanishes.

Finally show that the functions ψ̃k,b have two vanishing moments
as well, we note that thedual functions are obtained using
convolution with operators Dk ([29], p. 82), which, by theabove
arguments, have two vanishing moments; hence they inherit this
property.

Proposition B.2. For every (k, b), ψ̂k,b decays faster than any
polynomial.

Proof. By ([29], p. 82), the dual functions are also wavelets,
hence they satisfy condition 3.14in [29] with �′ < �. Since in
the proof of Lemma 4.1, � can be arbitrarily large, it implies
thatthe duals satisfy condition 3.14 with any �, which proves the
proposition.
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Proposition B.3. |ψk,b| ≤ 2k2−2.

Proof. We note that for all d ≥ 2, Cd ≤ 12·2d ≤18 . Hence ϕ(x)
≤

14 , and consequently |ψ(x)| ≤

14 .

Since

ψk,b(x) = 2k2ψ(

2kdx− b)

)(105)

we get that |ψk,b| ≤ 2k2−2.

Proposition B.4. if f ∈ C2 and ‖∇2f‖op is bounded, then The
coefficients 〈ψ̃k,b, f〉 satisfy

|〈ψ̃k,b, f〉| = O(2−(2kd

+ k2

)) (106)

Proof.

〈ψ̃k,b, f〉 = 2k2

∫Rdψ̃(

2kd (x− b)

)f(x)dx (107)

= 2−k2

∫supp(ψ̃)

ψ̃(y)f(2−kd y + b)dy. (108)

where we have used change of variables. Since that f is twice
differentiable, we can replace fby its Taylor expansion near b∫

supp(ψ̃)ψ̃(y)f(2−

kd y + b)dy (109)

=

∫supp(ψ̃)

ψ̃(y)(f(b)2−

kd 〈y,∇f (b)〉+O(‖∇2f (b)‖op(2−

kd ‖y‖2)2)

)dy. (110)

By Proposition B.1 ψ̃ has two vanishing moments; this gives

|〈ψ̃k,b, f〉| = O

(2−(2

kd

+ k2

)‖∇2f (b)‖op∫

supp(ψ̃)ψ̃(y)‖y‖22dy

)(111)

Since by Proposition B.2 ψ̃(y) decays exponentially fast, the
integral∫

supp(ψ̃)ψ̃(y)‖y‖22dy is

some finite number. As a result,

|〈ψ̃k,b, f〉| = O(2−(2kd

+ k2

)) (112)

We will also use the following property

Remark B.5. Every x is in the support of at most 12d wavelet
terms at every scale.

We are now ready to prove Lemma 4.4
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Proof. Let f ∈ L2(Rd), d ≤ 3 be compactly supported, twice
differentiable and with ‖∇2f‖opbounded. f can be expressed as

f =∑

(k,b)∈Λ

〈ψ̃k,b, f〉ψk,b. (113)

approximating f by fK , which only consists of the wavelet terms
of scales k ≤ K, we obtainthat for every x ∈ Rd

|f(x)− fK(x)| ≤∞∑

k=K+1

∑b∈2−kZ

|ψk,b|〈ψ̃k,b, f〉. (114)

By Remark B.5, at most 12d wavelet terms are supported on x at
every scale; by Proposition

B.3 |ψk,b| ≤ 2k2−2; by Proposition B.4 |〈ψ̃k,b, f〉| = O(2−(

2kd

+ k2

)). Plugging these into Equation(114) gives

|f(x)− fK(x)| = O

( ∞∑k=K+1

12d2k2−22−(

2kd

+ k2

)

)(115)

= O

( ∞∑k=K+1

2−2kd

)(116)

= O(

2−2Kd

). (117)
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