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INTRODUCTION TO ALGEBRAIC GEOMETRY
 STEVEN DALE CUTKOSKY
 Throughout these notes all rings will be commutative with identity. k will be an alge-braically closed field.
 1. Preliminaries on Ring Homomorphisms
 Lemma 1.1. Suppose that ϕ : R → S is a ring homomorphism with kernel K. Supposethat I is an ideal of R which is contained in K. Then the rule ϕ : R/I → S defined byϕ(x+ I) = ϕ(x) for x ∈ R is a well defined ring homomorphism, with kernel K/I.
 Lemma 1.2. Suppose that ϕ : R → S is a ring homomorphism. If I is an ideal in S,then ϕ−1(I) is an ideal in R. If P is a prime ideal in S, then ϕ−1(P ) is a prime ideal inR.
 Recall that a map Φ : U → V of sets is a 1-1 correspondence (a bijection) if and only ifΦ has an inverse map; that is, a map Ψ : V → U such that Ψ Φ = idU and Φ Ψ = idV .
 Lemma 1.3. Let π : R→ S be a surjective ring homomorphism, with kernel K.1. Suppose that I is an ideal in S. Then π−1(I) is an ideal in R containing K.2. Suppose that J is an ideal in R such that J contains K. Then π(J) is an ideal inS.
 3. The map I 7→ π−1(I) is a 1-1 correspondence between the set of ideals in R andthe set of ideals in S which contain K. The inverse map is J 7→ π(J).
 4. The correspondence is order preserving: for ideals I1, I2 in S, I1 ⊂ I2 if and onlyif π−1(I1) ⊂ π−1(I2).
 5. For an ideal I in S, I is a prime ideal if and only if π−1(I) is a prime ideal in R.6. For an ideal I in S, I is a maximal ideal if and only if π−1(I) is a maximal ideal
 in R.
 In the case when S = R/K, and π : R→ R/K is the map π(x) = x+K for x ∈ R, wehave that π(J) = J/K for J an ideal of R containing K.
 2. Affine varieties
 Affine n-space over k is
 Ank = (a1, . . . , an) | a1, . . . , an ∈ k.
 An element p = (a1, . . . , an) ∈ An is called a point. The ring of regular functions on An
 are the polynomial mappings
 k[An] = f : An → A1 | f ∈ k[x1, . . . , xn].Here k[x1, . . . , xn] are the polynomials in the variables x1, . . . , xn.
 Theorem 2.1. (Theorem 2.19, [16]) Suppose that L is an infinite field and f ∈ L[x1, . . . , xn]is a nonzero polynomial. Then there exist elements a1, . . . , an ∈ L such that f(a1, . . . , an) 6=0.
 1
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Since an algebraically closed field is infinite, the natural surjective ring homomorphismk[x1, . . . , xn] → k[An] is an isomorphism. Thus we may identify the ring k[An] with thepolynomial ring k[x1, . . . , xn].
 The zeros of a regular function f ∈ k[An] are
 Z(f) = p ∈ An | f(p) = 0.
 If T ⊂ k[An] is a subset, then the set of common zeros of the elements of T is
 Z(T ) = p ∈ An | f(p) = 0 for all p ∈ T.
 A subset W of An is called an algebraic set if there exists a subset T of k[An] such thatW = Z(T ).
 The ideal generated by T in k[An] is
 a = r1f1 + · · ·+ rnfn | n ∈ Z+, f1, . . . , fn ∈ T, r1, . . . , rn ∈ k[An].
 Theorem 2.2. (Hilbert’s Basis Theorem - Theorem 7.5, page 81 [4]) Suppose that I ⊂k[x1, . . . , xn] is an ideal. Then there exists a finite set g1, . . . , gm ∈ I such that
 I = (g1, . . . , gm) = r1g1 + · · ·+ rmgm | ri ∈ k[x1, . . . , xn].
 In particular, every algebraic set in An is the set of common zeros of a finite number ofpolynomials.
 Proposition 2.3. Suppose that I1, I2, Iαα∈S are ideals in k[An] = k[x1, . . . , xn]. Then1. Z(I1I2) = Z(I1) ∪ Z(I2).2. Z(
 ∑α∈B Iα) = ∩α∈SZ(Iα).
 3. Z(k[An]) = ∅4. An = Z(0).
 Proof. (of 1.) Suppose that p ∈ Z(I1) ∪ Z(I2). Then p ∈ Z(I1) or p ∈ Z(I2). Thus forevery f ∈ I1 we have f(p) = 0 or for every g ∈ I2 we have that g(p) = 0. If f ∈ I1I2, thenf =
 ∑ri=1 figi for some f1, . . . , fr ∈ I1 and g1, . . . , gr ∈ I2. Thus f(p) =
 ∑fi(p)gi(p) = 0,
 so that p ∈ Z(I1I2).Now suppose that p ∈ Z(I1I2) and p 6∈ Z(I1). Then there exists f ∈ I1 such that
 f(p) 6= 0. For any g ∈ I2, we have fg ∈ I1I2 so that f(p)g(p) = 0. Since f(p) 6= 0 we havethat g(p) = 0. Thus p ∈ Z(I2).
 Proposition 2.3 tells us that1. The union of two algebraic sets is an algebraic set.2. The intersection of any family of algebraic sets is an algebraic set.3. ∅ and An are algebraic sets.
 We thus have a topology on An, defined by taking the closed sets to be the algebraicsets. The open sets are the complements of algebraic sets in An (any union of open setsis open, any finite intersection of open sets is open, the emptyset is open and An is open).This topology is called the Zariski topology.
 Example 2.4. Suppose that I is a nontrivial ideal in k[A1] = k[x]. Then I = (f) wheref = (x − α1) · · · (x − αr) for some α1, . . . , αr ∈ k. Thus Z(I) = α1, . . . , αr. The opensets in A1 are thus A1, the complement of finitely many points in A1 and ∅.
 We see that the Zariski topology is not Hausdorff (to be Hausdorff disjoint points musthave disjoint neighborhoods).
 2
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A nonempty subset Y of a topological space X is irreducible if it cannot be expressedas a union Y = Y1 ∪ Y2 of two proper subsets, each of which is closed in Y (∅ is notirreducible).
 Example 2.5. A1 is irreducible as all proper closed subsets are finite and A1 is infinite.
 Definition 2.6. An affine algebraic variety is an irreducible closed subset of An. An opensubset of an affine variety is a quasi-affine variety. An affine algebraic set is a closedsubset of An. A quasi-affine algebraic set is an open subset of a closed subset of An.
 Given a subset Y of An, the ideal of Y in k[An] is
 I(Y ) = f ∈ k[An] | f(p) = 0 for all p ∈ Y .
 Theorem 2.7. (Hilbert’s Nullstellensatz, page 85, [4]) Let k be an algebraically closedfield, a an ideal in the polynomial ring R = k[x1, . . . , xn], and f ∈ R a polynomial whichvanishes at all points of Z(a). Then f r ∈ a for some r > 0.
 Corollary 2.8. Suppose that I is an ideal in k[x1, . . . , xn]. Then I is a maximal ideal ifand only if there exist a1, . . . , an ∈ k such that I = (x1 − a1, x2 − a2, . . . , xn − an).
 The radical of an ideal a in a ring R is√
 a = f ∈ R | f r ∈ a for some positive integer r.
 Proposition 2.9. The following statements hold:a) Suppose that Y is a subset of An. Then I(Y ) is an ideal in k[An].b) If T1 ⊂ T2 are subsets of k[An], then Z(T2) ⊂ Z(T1).c) If Y1 ⊂ Y2 are subsets of An, then I(Y2) ⊂ I(Y1).d) For any two subsets Y1, Y2 of An, we have I(Y1 ∪ Y2) = I(Y1) ∩ I(Y2).e) For any ideal a of k[An], we have I(Z(a)) =
 √a.
 f) For any subset Y of An, Z(I(Y )) = Y , the Zariski closure of Y .
 Theorem 2.10. A closed set W ⊂ An is irreducible if and only if I(W ) is a prime ideal.
 Proof. Suppose that W is irreducible and f, g ∈ k[An] are such that fg ∈ I(W ). ThenW ⊂ Z(fg) = Z(f) ∪ Z(g). Thus W = (Z(f) ∩W ) ∪ (Z(g) ∪W ) expresses W as a unionof closed sets. Since W is irreducible we have W ⊂ Z(f) or W ⊂ Z(g). Thus f ∈ I(W )or g ∈ I(W ). We have verified that I(W ) is a prime ideal.
 Now suppose that W is not irreducible. Then W = Z1∪Z2 where Z1 and Z2 are propersubsets of W . I(Z1) is not a subset of I(Z2); if it were, then we would have
 Z2 = Z(I(Z2)) ⊂ Z(I(Z1)) = Z1
 by b) and f) of Proposition 2.9, which is impossible. Thus there exists f1 ∈ k[An] whichvanishes on Z1 but not on Z2. Similarly, there exists f2 ∈ k[An] which vanishes on Z2 andnot on Z1. We have f1f2 ∈ I(W ), but f1, f2 6∈ I(W ). Thus I(W ) is not a prime ideal.
 Definition 2.11. A ring R is Noetherian if every ascending chain of ideals
 I1 ⊂ I2 ⊂ · · · ⊂ In ⊂ · · ·is stationary (there exists n0 such that In = In0 for n ≥ n0).
 Proposition 2.12. (Proposition 6.3 [4]) A ring R is Noetherian if and only if every idealin R is finitely generated.
 Corollary 2.13. A polynomial ring and a quotient of a polynomial ring are Noetherian.3
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Corollary 2.14. Every closed set in An is the union of finitely many irreducible ones.
 Proof. Suppose that Z is an algebraic set in An which is not the union of finitely manyirreducible ones. Then Z = Z1 ∪ Z2 where Z1 and Z2 are proper closed subsets of Zand either Z1 or Z2 is not a finite union of irreducible closed sets. By induction, we canconstruct an infinite chain of proper inclusions
 Z ⊃ Z1 ⊃ Z2 ⊃ · · ·
 giving an infinite chain of proper inclusions
 I(Z) ⊂ I(Z1) ⊂ I(Z2) ⊂ · · ·
 of ideals in k[An] (by c) and f) of Proposition 2.9), a contradiction.
 3. Regular functions and regular mappings of affine varieties
 Definition 3.1. A k-algebra is a commutative ring R such thata) (R,+) is a k-vector space.b) (ca)b = c(ab) for all a, b ∈ R, c ∈ k
 If R is a nonzero k-algebra, then we can view k as a subring of R, by identifying k withk1R.
 A k-algebra R is finitely generated if R is generated by a finite number of elements as ak-algebra. If R is nonzero and is generated by u1, . . . , un as a k-algebra, and k[x1, . . . , xn]is a polynomial ring, then
 R = f(u1, u2, . . . , un) | f ∈ k[x1, . . . , xn] = k[u1, . . . , un].
 Definition 3.2. A k-algebra homomorphism ϕ : R → S is a ring homomorphism suchthat ϕ(ca) = cϕ(a) for a ∈ R and c ∈ k.
 Lemma 3.3. Suppose that R is a finitely generated nonzero k-algebra, generated byu1, . . . , un. Then there exists an ideal I in the polynomial ring k[x1, . . . , xn] such thatR is isomorphic to k[x1, . . . , xn]/I as a k-algebra.
 Proof. By the universal property of polynomial rings (Theorem 2.11 [16]), there exists a k-algebra homomorphism ϕ : k[x1, . . . , xn]→ R defined by mapping xi to ui for 1 ≤ i ≤ n, sothat ϕ(f(x1, . . . , xn)) = f(u1, . . . , un) for f ∈ k[x1, . . . , xn]. ϕ is surjective, so the desiredisomorphism is obtained by taking I to be the kernel of ϕ.
 A ring R is reduced if whenever f ∈ R is such that fn = 0 for some positive integer n,we have that f = 0.
 Lemma 3.4. A ring R is reduced if and only if√I = I.
 Definition 3.5. Suppose X ⊂ An is a closed set. The regular functions on X are thepolynomial maps on X,
 k[X] = f : X → A1 | f ∈ k[An].
 We have a natural surjective k-algebra homomorphism, given by restriction, k[An] →k[X]. f ∈ k[An] is in the kernel if and only if f(q) = 0 for all q ∈ X, which holds if andonly if f ∈ I(X). Thus
 k[X] ∼= k[An]/I(X).4
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Definition 3.6. Suppose that X is an affine algebraic set. If T ⊂ k[X] then
 ZX(T ) = p ∈ X | f(p) = 0 for all p ∈ T.Suppose that Y ⊂ X is a closed set. Then
 IX(Y ) = f ∈ k[X] | f(p) = 0 for all p ∈ Y .
 When there is no ambiguity, we will usually write Z(T ) for ZX(T ) and I(Y ) for IX(Y ).
 Lemma 3.7. Suppose that X is a closed subset of An. Let res : k[An] → k[X] be therestriction map.
 1. Suppose that Y ⊂ X. Then
 res−1(IX(Y )) = IAn(Y ).
 2. Suppose that I is an ideal in k[X]. Then
 ZAn(res−1(I)) = ZX(I).
 Proof. res : k[An]→ k[X] is surjective with kernel IAn(X). We first prove 1. Since Y ⊂ X,f ∈ k[An] vanishes on Y if and only if the restriction res(f) of f to X vanishes on Y .Thus formula 1 holds.
 Now we prove 2. For p ∈ ZX(I) and f ∈ k[An], f(p) = res(f)(p) since ZX(I) ⊂ X.Thus f ∈ res−1(I) implies f(p) = 0 for all p ∈ ZX(I), so that ZX(I) ⊂ ZAn(res−1(I)).
 0 ∈ I since I is an ideal, so IAn(X) ⊂ res−1(I). Suppose that p ∈ ZAn(res−1(I)). Thenp ∈ ZAn(IAn(X)) = X. Since res is surjective, p ∈ X and f(p) = 0 for all f ∈ res−1(I),we have that g(p) = 0 for all g ∈ I. Thus p ∈ ZX(I).
 Theorem 3.8. Suppose that X is a closed subset of An. Then the conclusions of Propo-sitions 2.3 and 2.9 hold, with An replaced with X.
 Proof. We will establish that e) of Proposition 2.9 holds for algebraic sets. We first estab-lish that
 (1)√
 res−1(a) = res−1(√
 a).
 To prove this, observe that
 f ∈ res−1(a) ⇐⇒ res(fn) = res(f)n ∈ a for some positive integer n⇐⇒ fn ∈ res−1(a)⇐⇒ f ∈
 √res−1(a).
 We have thatres−1(IX(ZX(a))) = IAn(ZAn(res−1(a))) by 1 and 2 of Lemma 3.7
 =√
 res−1(a) by e) of Proposition 2.9.
 ThusIX(ZX(a)) = res(res−1(IX(ZX(a)))) = res(
 √res−1(a)) =
 √a
 by (1).
 We thus obtain a topology on a closed subset X of An, where the closed sets are ZX(I)for ideals I ⊂ k[X]. This topology is the restriction topology of the Zariski topology onAn. We call this the Zariski topology on X.
 Theorem 3.9. Suppose that X is a closed subset of An. A closed set W ⊂ X is irreducibleif and only if IX(W ) is a prime ideal in k[X].
 5
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Definition 3.10. Suppose X ⊂ An is a closed set. A map ϕ : X → Am is a regular mapif there exist f1, . . . , fm ∈ k[X] such that ϕ = (f1, f2, . . . , fm).
 A regular map ϕ = (f1, . . . , fm) : X → Am induces a k-algebra homomorphism ϕ∗ :k[Am] → k[X] by ϕ ∗ (g) = g ϕ for g ∈ k[Am]. Writing k[Am] = k[y1, . . . , ym], we seethat ϕ∗ is determined by ϕ∗(yi) = fi for 1 ≤ i ≤ m; For g = g(y1, . . . , ym) ∈ k[Am], wehave ϕ∗(g) = g(ϕ∗(y1), . . . , ϕ∗(ym).
 Example 3.11. Let C = Z(y2 − x(x2 − 1)) ⊂ A2. Let ϕ : C → A1 be the projection onthe first factor, so that ϕ(u, v) = u for u, v ∈ C.
 ϕ∗ : k[A1] = k[t]→ k[C] = k[x, y]/(y2 − x(x2 − 1))] = k[x, y]
 is the k-algebra homomorphism induced by t 7→ x. Here x is the class of x in k[C] and yis the class of y in k[C].
 Example 3.12. Let ψ : A1 → A2 be defined by ψ(s) = (s2, s3) for s ∈ A1.
 ψ∗ : k[A2] = k[x, y]→ k[t]
 is the k-algebra homomorphism induced by x 7→ t2 and y 7→ t3.
 Proposition 3.13. Suppose that X is a closed subset of An, Y is a closed subset of Am
 and ϕ : X → Am is a regular map. Then ϕ(X) ⊂ Y if and only if
 I(Y ) ⊂ kernel ϕ∗ : k[Am]→ k[X].
 Proof. Let ϕ = (f1, . . . , fm) where f1, . . . , fm ∈ k[X] = k[An]/I(X). Now ϕ(X) ⊂ Y holdsif and only if h(ϕ(p)) = 0 for all h ∈ I(Y ) and p ∈ X, which holds if and only if ϕ∗(h) = 0for all h ∈ I(Y ), which holds if and only if I(Y ) ⊂ kernel ϕ∗.
 Corollary 3.14. Suppose that ϕ : X → Am is a regular map. Then√
 kernel ϕ∗ =kernel ϕ∗, and ϕ(X) = Z(kernel ϕ∗).
 Proof. The fact that√
 kernel ϕ∗ = kernel ϕ∗ follows from the fact that k[Am]/kernel ϕ∗
 is isomorphic to a subring of the reduced ring k[X].
 Example 3.15. A regular map may not be closed or open. Let ϕ : A2 → A2 be defined byϕ(u, v) = (u, uv). Then
 ϕ(A2) = A2 \ (0, y) | y 6= 0.
 Definition 3.16. Suppose that X ⊂ An and Y ⊂ Am are closed sets. A map ϕ : X → Yis a regular map if ϕ is the restriction of the range of a regular map ϕ : X → Am, suchthat ϕ(X) ⊂ Y .
 Suppose that ϕ : X → Y is a regular map as in the definition. Let π : k[Am] =k[y1, . . . , ym]→ k[Y ] be the restriction map, which has kernel I(Y ). We have that ϕ(X) ⊂Y , so I(Y ) ⊂ kernel(ϕ∗) by Proposition 3.13. Thus ϕ∗ induces a k-algebra homomorphismϕ∗ : k[Y ] ∼= k[Am]/I(Y )→ k[X] by Lemma 1.1, so that ϕ∗(f) = f ϕ for f ∈ k[Y ].
 Thus writing ϕ = (f1, . . . , fm), where f1, . . . , fm ∈ k[X], and k[Y ] = k[y1, . . . , ym],where yi = π(yi) for 1 ≤ i ≤ m are the restrictions of yi to Y , we have that fi =ϕ∗(yi) = ϕ∗(yi) for 1 ≤ i ≤ m, and for g(y1, . . . , ym) ∈ k[Y ], we have that ϕ∗(g) =g(ϕ∗(y1), . . . , ϕ∗(ym)) = g(f1, . . . , fm).
 Proposition 3.17. Suppose that ϕ : X → Y is a regular map of affine algebraic sets andZ ⊂ Y is a closed set. Then ϕ−1(Z) = Z(ϕ∗(I(Z)).
 6
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Corollary 3.18. Suppose that X and Y are affine algebraic sets, and ϕ : X → Y is aregular map. Then ϕ is continuous.
 Proposition 3.19. Suppose that ϕ : X → Y is a regular mapping of affine algebraic sets.Then ϕ∗ : k[Y ]→ k[X] is 1-1 if and only if ϕ(X) = Y .
 Proof. This follows from the definition of a regular map and Corollary 3.14.
 Lemma 3.20. Suppose that ϕ : X → Y and ψ : Y → Z are regular mappings of affinealgebraic sets. Then ψ ϕ : X → Z is a regular mapping of affine algebraic sets. Further,(ψ ϕ)∗ = ϕ∗ ψ∗.
 Proposition 3.21. Suppose that X and Y are affine algebraic sets, and Λ : k[Y ]→ k[X]is a k-algebra homomorphism. Then there is a unique regular mapping ϕ : X → Y suchthat ϕ∗ = Λ.
 Proof. We first prove existence. We have a closed immersion of Y in An, giving a surjectivek-algebra homomorphism π : k[An] = k[y1, . . . , yn] → k[Y ]. Let yi = π(yi) for 1 ≤ i ≤ n,so that k[Y ] = k[y1, . . . , yn]. Define a regular map ϕ : X → An by ϕ = (Λ(y1), . . . ,Λ(yn)).
 Suppose f(y1, . . . , yn) ∈ k[An]. Then
 ϕ∗(f(y1, . . . , yn)) = f ϕ = f(Λ(y1), . . . ,Λ(yn))= Λ(f(y1, . . . , yn)) = Λ(π(f))
 since Λ and π are k-algebra homomorphisms. Thus ϕ∗ = Λ π, and so
 I(Y ) = kernel π ⊂ kernel ϕ∗.
 Thus ϕ(X) ⊂ Y by Proposition 3.13. Let ϕ : X → Y be the induced regular map. ϕ∗
 is the homomorphism induced by ϕ∗ on the quotient k[y1, . . . , yn]/I(Y ) = k[Y ]. Thusϕ∗ = Λ.
 We now prove uniqueness. Suppose that ϕ : X → Y and Ψ : X → Y are regularmaps such that ϕ∗ = ψ∗ = Λ. Suppose that ϕ 6= Ψ. Then there exists p ∈ X such thatϕ(p) 6= ψ(p). Let q1 = ϕ(p) and q2 = ψ(p). There exists f ∈ I(q1) \ I(q2) since I(q1) andI(q2) are distinct maximal ideals of k[Y ]. Thus f(q1) = 0 but f(q2) 6= 0. We have
 (ϕ∗f)(p) = f(ϕ(p)) = f(q1) = 0
 but(ψ∗f)(p) = f(ψ(p)) = f(q2) 6= 0.
 Thus ϕ∗ 6= ψ∗, a contradiction, so we must have that ϕ = ψ, and thus ϕ is unique.
 Definition 3.22. Suppose that X and Y are affine algebraic sets. We say that X andY are isomorphic if there are regular mappings ϕ : X → Y and ψ : Y → X such thatψ ϕ = idX and ϕ ψ = idY
 Proposition 3.23. Suppose that ϕ : X → Y is a regular mapping of affine algebraicsets. Then ϕ is an isomorphism if and only if ϕ∗ : k[Y ] → k[X] is an isomorphism ofk-algebras.
 Proof. First suppose that the regular map ϕ : X → Y is an isomorphism. Then there existsa regular map ψ : Y → X such that ψ ϕ = idX and ϕ ψ = idY . Thus (ψ ϕ)∗ = idk[X]
 and (ϕ ψ)∗ = idk[Y ]. Now (ψ ϕ)∗ = ϕ∗ ψ∗ and (ϕ ψ)∗ = ψ∗ ϕ∗ by Lemma 3.20, soϕ∗ : k[Y ]→ k[X] is a k-algebra isomorphism with inverse ψ∗.
 7
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Now assume that ϕ∗ : k[Y ] → k[X] is a k-algebra isomorphism. Let Λ : k[X] → k[Y ]be the k-algebra inverse of ϕ∗. By Proposition 3.21, there exists a unique regular mapψ : Y → X such that ψ∗ = Λ. Now by Lemma 3.20,
 (ψ ϕ)∗ = ϕ∗ ψ∗ = ϕ∗ Λ = idk[X]
 and(ϕ ψ)∗ = ψ∗ ϕ∗ = Λ ϕ∗ = idk[Y ].
 Since (idX)∗ = idk[X], by uniqueness in Proposition 3.21, we have that ψ ϕ = idX .Similarly, ϕ ψ = idY . Thus ϕ is an isomorphism.
 Definition 3.24. Suppose that X is an affine algebraic set and t1, . . . , tr ∈ k[X] are suchthat t1, . . . , tr generate k[X] as a k-algebra. Let ϕ : X → Ar be the regular map definedby ϕ = (t1, . . . , tr). Then t1, . . . , tr are called coordinate functions on X and ϕ is called aclosed immersion.
 Proposition 3.25. Suppose that X is an affine algebraic set and t1, . . . , tr are coordinatefunctions on X. Let ϕ : X → Ar be the associated closed immersion ϕ = (t1, . . . , tr), andlet Y = ϕ(X). Then Y is a closed subset of Ar with ideal I(Y ) = kernel ϕ∗ : k[Ar]→ k[X]and regarding ϕ as a regular map to Y , we have that ϕ : X → Y is an isomorphism.
 Proof. Let Y be the Zariski closure of Y in Ar. I(Y ) = kernel ϕ∗ by Corollary 3.14. Thusϕ∗ : k[Ar] → k[X] is onto with kernel I(Y ), so that now regarding ϕ as a regular mapfrom X to Y , we have that ϕ∗ : k[Y ] = k[Ar]/I(Y ) → k[X] is an isomorphism. ThusY = Y and ϕ : X → Y is an isomorphism by Proposition 3.23.
 Our definition of An = p = (a1, . . . , an) | a1, . . . , an ∈ k gives us a particular systemof coordinates, namely the coordinate functions xi(p) = ai for 1 ≤ i ≤ n. If B = (bij)is an invertible n× n matrix with coefficients in k, and c = (c1, . . . , cn) is a vector in kn,then yi =
 ∑nj=1 bijxj + ci for 1 ≤ i ≤ n defines another coordinate system y1, . . . , yn on
 An.
 Lemma 3.26. Suppose that ϕ : X → Y is a regular map of affine algebraic sets andt1, . . . , tn are coordinate functions on Y (giving a closed immersion of Y in An). Supposethat p = (α1, . . . , αn) ∈ Y . Then I(p) = (t1 − α1, . . . , tn − αn) and
 I(ϕ−1(p)) =√
 (ϕ∗(t1)− α1, . . . , ϕ∗(tn)− αn)).
 4. Finite maps
 Definition 4.1. Suppose that R is a ring. An R-module M is an abelian group with amap R×M →M such that for all a, b ∈ R and x, y ∈M ,
 a(x+ y) = ax+ ay(a+ b)x = ax+ bx(ab)x = a(bx)1x = x.
 All ideals in R are R-modules. Rm for m ∈ Z+ is an R-module.
 Definition 4.2. A map f : M → N of R-modules is an A-module homomorphism if forall x, y ∈M and a ∈ R,
 f(x+ y) = f(x) + f(y)f(ax) = af(x).
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An R-module M is a finitely generated R-module if there exists n ∈ Z+ and f1, . . . , fn ∈M such that M = r1f1 + · · ·+ rnfn | r1, . . . , rn ∈ R.
 Definition 4.3. Suppose that R is a subring of a ring S. u ∈ S is integral over R if usatisfies a relation
 un + a1un−1 + · · ·+ an−1u+ an = 0
 with a1, . . . , an ∈ R.
 Theorem 4.4. (Proposition 5.1 [4]) Suppose that R is a subring of a ring S, and u ∈ S.The following are equivalent:
 1. u is integral over S.2. R[u] is a finitely generated R-module.3. R[u] is contained in a subring T of S such that T is a finitely generated R-module.
 Corollary 4.5. Let u1, . . . , un be elements of S which are each integral over R. Then thesubring R[u1, . . . , un] of S is a finitely generated R-module.
 Corollary 4.6. LetR = u ∈ S | u is integral over R.
 Then R is a ring.
 Proof. If x, y ∈ R then the subring R[x, y] of S is a finitely generated R-module, byCorollary 4.5. x+ y and xy are in R[x, y] so x+ y and xy are integral over R by 3 implies1 of Theorem 4.4.
 R is called the integral closure of R in S. This construction is particularly importantwhen R is a domain and S is the quotient field of R. In this case, R is called thenormalization of R. R is said to be normal if R = R. If R is a domain and S is a finitefield extension of the quotient field of R, then the integral closure of R in S is calledthe normalization of R in S. The following theorem is extremely important in algebraicgeometry.
 Theorem 4.7. (Theorem 9, page 67 [32]) Let R be an integral domain which is finitelygenerated over a field k. Let K be the quotient field of R and let L be a finite algebraicextension of K. Then the integral closure R′ of R in L is a finitely generated R-module,and is also a finitely generated k-algebra.
 Lemma 4.8. Suppose that M is a finitely generated R module and N is a submodule ofM . Then N is a finitely generated R-module.
 We will need the following lemma.
 Lemma 4.9. Suppose that R is a subring of a ring S and S is a finitely generated R-module. Suppose that I is a proper ideal in R. Then IS 6= S.
 Proof. Assume that IS = S. We will derive a contradiction. There exist n ∈ Z+ andf1, . . . , fn ∈ S such that S = Rf1 + · · ·+Rfn. IS = S implies fi ∈ IS = If1 + · · ·+ Ifn.Thus we have expressions
 (2) fi =n∑j=1
 αijfj
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for 1 ≤ i ≤ n, with αij ∈ I. Let A = (αij), an n × n matrix with coefficients in I. Thesystem of equations (2) can be written in matrix form as
 (3) (In −A)
 f1...fn
 = 0.
 Let d = det(In − A). We multiply both sides of equation (3) by the adjoint matrixadj(In −A) and use the identity Adj(B)B = det(B)In for any n× n matrix B, to obtaindfi = 0 for 1 ≤ i ≤ n. Now 1 ∈ S so 1 =
 ∑ni=1 rifi for some r1, . . . , rn ∈ R. Thus
 d = d1 = 0. Expanding the determinant d, we see that 0 = det(In −A) = 1− α for someα ∈ I. Thus 1 ∈ I, a contradiction to our assumption that I is a proper ideal in E.
 Definition 4.10. Suppose that f : X → Y is a regular map of affine varieties. f is finiteif f(X) is dense in Y (which is equivalent to f∗ : k[Y ]→ k[X] is 1-1 by Proposition 3.19),and k[X] is integral over the subring f∗(k[Y ]).
 It may sometimes be convenient to abuse notation, and identify k[Y ] with its isomorphicimage f∗(k[Y ]).
 Theorem 4.11. Suppose that f : X → Y is a finite map of affine varieties. Then f−1(p)is a finite set for all p ∈ Y .
 Proof. Let t1, . . . , tn be coordinate functions on X. It suffices to show that each ti assumesonly finitely many values on f−1(p). Since k[X] is integral over k[Y ], Each ti satisfies adependence relation
 tmi + f∗(bm−1)tm−1i + · · ·+ f∗(b0) = 0
 with m ∈ Z+ and b0, . . . , bm−1 ∈ k[Y ]. Suppose that q ∈ f−1(p). Then
 ti(q)m + b1(p)ti(q)m−1 + · · ·+ b0(p) = ti(q)m + f∗(b1)(q)ti(q)m−1 + · · ·+ f∗(b0)(q) = 0.
 Thus ti(q) must be one of the ≤ m roots of this equation.
 Theorem 4.12. Suppose that f : X → Y is a finite map of affine varieties. Then f issurjective.
 Proof. Let q ∈ Y . Let mq = I(q) be the ideal of q in k[Y ]. f−1(q) = Z(f∗(mq)) byProposition 3.17. Now f−1(q) = ∅ if and only if mqk[X] = k[X]. By Lemma 4.9, mqk[X]is a proper ideal of k[X], since mq is a proper ideal of k[Y ].
 Corollary 4.13. A finite map f : X → Y of affine varieties is closed.
 Proof. It suffices to verify that if Z ⊂ X is an irreducible closed subset, then f(Z) is closedin Y . let W = F (Z) be the closure of f(Z) in Y . Let f = f |Z : Z →W . f∗ : k[Y ]→ k[X]induces the homomorphism f
 ∗ : k[W ] = k[Y ]/I(W ) → k[X]/I(Z) = k[Z]. f∗ is 1-1
 by Proposition 3.19. k[Z] is integral over k[W ] since k[X] is integral over k[Y ]. Thusf : Z → W is a finite mapping, which is surjective by Theorem 4.12. Thus f(Z) = W isclosed in Y .
 Suppose that R is a k-algebra and y1, . . . , yr are elements of R. y1, . . . , yr are alge-braically independent over k if the surjective k-algebra homomorphism k[x1, . . . , xr] →k[y1, . . . , yr] defined by mapping xi to yi for 1 ≤ i ≤ r is an isomorphism.
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Theorem 4.14. (Noether’s normalization lemma, Theorem 8, page 266, [32], Exercise16, page 69 [4], Theorem A.14 [7]) Let R be a finitely generated k-algebra, where k isan infinite field. Then there exist y1, . . . , yr ∈ R such that y1, . . . , yr are algebraicallyindependent over k and R is integral over k[y1, . . . , yr].
 Corollary 4.15. Suppose that X is an affine algebraic set. Then there exists a finite mapϕ : X → Ar for some r.
 Proof. There exist, by Theorem 4.14, y1, . . . , yr ∈ k[X] such that k[y1, . . . , yr] is a poly-nomial ring and k[X] is integral over k[y1, . . . , yr]. Define a regular map ϕ : X → Ar byϕ(p) = (y1(p), y2(p), . . . , yr(p)). Let t1, . . . , tn be the coordinate functions on Ar. Thenϕ∗ : k[An] → k[X] is the k-algebra homomorphism defined by ϕ∗(ti) = yi for 1 ≤ i ≤ r.Thus ϕ∗ is 1-1 and k[X] is integral over k[An].
 5. Dimension
 Corollary 4.15 gives us an intuitive way to define the dimension of an affine variety: anaffine variety X has dimension r if there is a finite map from X to Ar. We will take amore algebraic approach to define dimension, and then show that the intuitive approachdoes give the dimension (in particular, the intuitive dimension is well defined).
 Definition 5.1. Suppose that X is a topological space. The dimension of X, denoted,dimX, is the supremum of all natural numbers n such that there exists a chain
 (4) Z0 ⊂ Z1 ⊂ · · · ⊂ Znof distinct irreducible closed subsets of X. The dimension of an affine algebraic set orquasi-affine algebraic set is its dimension as a topological space.
 Definition 5.2. The height of a prime ideal P in a ring R is the supremum of all naturalnumbers n such that there exists a chain
 (5) P0 ⊂ P1 ⊂ · · · ⊂ Pn = P
 of distinct prime ideals. The dimension of R is the supremum of the heights of all primeideals in R.
 Definition 5.3. The height of an ideal I in a ring R is
 ht(I) = infht(P ) | P is a prime ideal of R and I ⊂ P.
 Proposition 5.4. Suppose that X is an affine algebraic set. Then the dimension of X isequal to the dimension of the ring k[X] of regular functions on X.
 Proof. By Theorems 3.8 and 3.9, chains
 Z0 ⊂ Z1 ⊂ · · · ⊂ Znof distinct irreducible closed subsets of X correspond 1-1 to chains of distinct prime ideals
 IX(Zn) ⊂ IX(Zn−1) ⊂ · · · ⊂ IX(Z0)
 of distinct prime ideals in k[X].
 Suppose that R is a Noetherian ring and I ⊂ R is an ideal. A prime ideal P in R iscalled a minimal prime of I if I ⊂ P and if Q is a prime ideal of R such that I ⊂ Q ⊂ Rthen Q = P . Since R is Noetherian, the ideal I has only a finite number of minimal primesP1, . . . , Pr. We have that I ⊂ P1∩· · ·∩Pr and I = P1∩· · ·∩Pr if and only if I is a radicalideal (
 √I = I).
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Suppose that X is a closed subset of An. Let V1, . . . , Vr be the irreducible componentsof X; that is V1, . . . , Vr are the irreducible closed subsets of X such that X = V1 ∪ · · · ∪Vrand we have Vi 6⊂ Vj if i 6= j. Then the minimal primes of I(X) are Pi = I(Vi) for1 ≤ i ≤ r. The prime ideals P i = IX(Vi) = Pi/I(X) are the minimal primes of the ringk[X]; that is the minimal primes of the zero ideal. We have that P 1 ∩ · · · ∩P r = (0) sinceI(X) is a radical ideal.
 Proposition 5.5. Suppose that X is an affine algebraic set, and V1, . . . , Vr are the irre-ducible components of X (the distinct largest irreducible sets contained in X). Then
 dimX = maxdimVi.Proof. Suppose that (4) is a chain of irreducible closed subsets of X. Then Zn is containedin Vi for some i, since Zn is irreducible and Vi are the irreducible components of X.
 Theorem 5.6. (Theorem A.16, [7], chapter 11, [4]) Let A be a finitely generated k-algebra(A is a quotient of a polynomial ring in finitely many variables) which is a domain. Forany prime ideal p in A we have that
 height p + dimA/p = dimA.
 A chain (4) is maximal if the chain cannot be lengthened by adding an additionalirreducible closed set somewhere in the chain. A chain (5) is maximal if the chain cannotbe lengthened by adding an additional prime ideal somewhere in the chain.
 Corollary 5.7. Suppose that X is an affine variety. Then k[X] has finite dimension.Every maximal chain of distinct prime ideals in k[X] has the same finite length equal tothe dimension of k[X].
 Proof. Suppose thatP0 ⊂ P1 ⊂ · · · ⊂ Pn
 is a maximal chain of distinct prime ideals. Pn is a maximal ideal since every ideal iscontained in a maximal ideal and a maximal ideal is a prime ideal. Thus the chain haslength equal to the height of Pn. But k[X]/Pn is a maximal ideal, so dim k[X] = 0. Thusn = dim k[X] by Theorem 5.6.
 An example of a Noetherian ring which has infinite dimension is given in Example 1 ofAppendix A1, page 203, of [23].
 Corollary 5.8. Suppose that X is an affine variety. Then every maximal chain of distinctirreducible closed subsets of X has the same length (equal to dimX).
 Proof. Suppose that (4) is a maximal chain of distinct irreducible closed subsets of X.Since X is irreducible, we must have that Zn = X and Z0 is a point. Taking the sequence ofideals of (4), we have a maximal chain (0) = IX(Zn) ⊂ · · · ⊂ IX(Z0) of distinct prime idealsin k[X]. By Theorem 5.6 and Proposition 5.4, we have that n = dim k[X] = dimX.
 Proposition 5.9. Suppose that X is an affine variety and Y is a nontrivial open subsetof X. Then dimX = dimY .
 Proof. Suppose that
 (6) Z0 ⊂ Z1 ⊂ · · · ⊂ Znis a sequence of distinct closed irreducible subsets of Y . Let Zi be the Zariski closure ofZi in X for 0 ≤ i ≤ n. Then
 (7) Z0 ⊂ Z1 ⊂ · · · ⊂ Zn12
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is a sequence of distinct closed irreducible subsets of X. Thus dimY ≤ dimX. Inparticular, dimY is finite, so we can choose a maximal such chain. Since the chain ismaximal, Z0 is a point and Zn = Y . Now if W is an irreducible closed subset of X suchthat the open subset W ∩ Y of W is non empty, we then have that W ∩ Y is dense inW . In particular, if A ⊂ B are irreducible closed subsets of X such that A ∩ Y 6= ∅ andA ∩ Y = B ∩ Y , then we have that A = A ∩ Y = B ∩ Y = B. Thus we have that (7) is amaximal chain in X, and hence dimY = dimX by Corollary 5.8.
 Suppose that K is a field extension of the field k. A set of elements S of K arealgebraically independent over k if whenever n ∈ Z+, z1, . . . , zn ∈ S and f(x1, . . . , xn) ∈k[x1, . . . , xn] is a nonzero polynomial, we have that f(z1, . . . , zn) 6= 0. S is a transcendencebasis of K over k if the elements of S are algebraically independent over k, and if K isalgebraic over k(S). The cardinality of a transcendence basis of K over k is independentof choice of transcendence basis S (Theorem 25, page 99 [32])). We denote this cardinalityby trdegkK.
 Theorem 5.10. (Theorem A.16 [7], Chapter 11 [4]) Let A be a finitely generated k-algebra which is a domain. Let K be the quotient field of A. Then dimA = trdegkK, thetranscendence degree of K over k.
 Corollary 5.11. The dimension of An is dim An = n.
 Noether’s normalization lemma, Theorem 4.14, can be used to compute the dimensionof any affine variety. We see that when k = C, The usual dimension of a complex varietycomputed using the Euclidean topology is equal to the dimension we have defined in thissection, which is computed using the Zariski topology.
 Theorem 5.12. (Krull’s Principal Ideal Theorem, Corollary 11.17, [4]) Let A be a noe-therian ring, and let f ∈ A be an element which is neither a zero divisor nor a unit. Thenevery minimal prime ideal p containing f has height 1.
 Corollary 5.13. Suppose that X is an affine variety and f ∈ k[X]. Then1. If f is not 0 and is not a unit in k[X] then ZX(f) ∩X is a non empty algebraic
 set, all of whose irreducible components have dimension equal to dimX − 1.2. If f is a unit in k[X] then ZX(f) = ∅.3. If f = 0 then ZX(f) = X.
 Proposition 5.14. (Theorem 20.1 [19], Chapter 7, Section 3, [6]) A noetherian integraldomain A is a unique factorization domain if and only if every prime ideal of height 1 inA is principal.
 Proposition 5.15. Suppose that X is a variety in An. Then X has dimension n − 1 ifand only if I(X) = (f) where f ∈ k[An] = k[x1, . . . , xn] is an irreducible polynomial.
 Proof. Suppose that I(X) = (f) where f is irreducible. Then (f) is a prime ideal, whichhas height one by Theorem 5.12. Thus
 dimX = dim k[X] = dim k[An]− 1 = dim An − 1
 by Theorem 5.6.Now suppose that X has dimension n− 1. Then the prime ideal I(X) has height 1 by
 Theorem 5.6. Since the polynomial ring k[An] is a unique factorization domain, I(X) is aprincipal ideal generated by an irreducible element by Proposition 5.14.
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If Y is an affine or quasi affine algebraic set contained in an affine variety X, then wedefine the codimension of Y in X to be codimX(Y ) = dimX−dimY . If Y is a subvarietyof an algebraic variety X, then we have that codimX(Y ) is the height of the prime idealIX(Y ) in k[X].
 More generally, suppose that X is an n-dimensional affine variety and Y ⊂ X is analgebraic set with irreducible components Y1, . . . , Ys. We have
 codimX(Y ) = dim(X)− dim(Y )= dim(X)−maxdim(Yi) (by Proposition 5.4)= minn− dim(Yi)= minheight I(Yi).
 We will call a one dimensional affine variety a curve, and a two dimensional affine varietya surface. An n-dimensional affine variety is called an n-fold.
 We see that if C is a curve, then the prime ideals in k[C] are just the maximal ideals(corresponding to the points of C) and the zero ideal (corresponding to the curve C). IfS is a surface, and k[S] is a UFD, then the prime ideals in k[S] are the maximal ideals(corresponding to the points of S), principal ideals generated by an irreducible element(corresponding to the curves lying on S) and the zero ideal (corresponding to the surfaceS). If X is an n-fold with n ≥ 3, then the prime ideals in k[X] are much more complicated.The prime ideals in k[A3] are the maximal ideals (height 3), height 2 prime ideals, principalideals generated by an irreducible element (height 1) and the zero ideal (height 0). Theheight 2 prime ideals p , which correspond to curves in A3, can be extremely complicated,although many times one has the nice case where p is generated by two elements. A height2 prime p in k[A3] requires at least two generators but there is no upper bound on theminimum number of generators required to generate such a prime p [2].
 6. Regular functions on quasi-affine varieties
 Lemma 6.1. Suppose that X is an affine algebraic set. Then the open sets D(f) =X \ Z(f) for f ∈ k[X] form a basis of the Zariski topology on X.
 Proof. We must show that given an open subset U of X and a point q ∈ U , there existsf ∈ k[X] such that q ∈ X \Z(f). Set m = I(q). There exists an ideal I in k[X] such thatU = X −Z(I). q ∈ U implies q 6∈ Z(I) which implies I 6⊂ m. Thus there exists f ∈ I suchthat f 6∈ m. Then Z(I) ⊂ Z(f) implies X − Z(f) ⊂ U . f 6∈ m implies q = Z(m) 6∈ Z(f)so that q ∈ X − Z(f).
 The process of localization is systematically developed in [4]. We need to know thefollowing two constructions. Suppose that R is a domain with quotient field K. If 0 6=f ∈ R then Rf is defined to be the following subring of K:
 Rf = R[1f
 ] = gfn| g ∈ R and n ∈ Z+.
 If p is a prime ideal in R then Rp is defined to be the following subring of K:
 Rp = fg| f ∈ R and g ∈ R \ p.
 Rp is a local ring: its unique maximal ideal is pRp.
 Lemma 6.2. (Proposition 3.11 [4]) The prime ideals b in Rp are in 1-1 correspondencewith the prime ideals a in R which are contained in p by the maps a 7→ aRp and b 7→ b∩R.
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The prime ideals b in Rf are in 1-1 correspondence with the prime ideal a in R which donot contain f by the maps a 7→ aRf and b 7→ b ∩R.
 Suppose that X is an affine variety, and p ∈ X. Let k(X) be the quotient field of k[X].k(X) is called the field of rational functions on X. We have that the localization
 k[X]I(p) = fg| f, g ∈ k[X] and g(p) 6= 0.
 These are the elements of k(X) which are defined at p. Suppose that U is an open set.Define the regular functions on U to be
 OX(U) = ∩p∈Uk[X]I(p),
 where the intersection is over all p ∈ U . The intersection is in k(X). For p ∈ X, we definethe local ring
 OX,p = ∪p∈UOX(U),where the union is over all open sets U containing p.
 Suppose that U ⊂ V are open subsets of X and p ∈ V . We then have injective restrictionmaps
 (8) OX(V )→ OX(U)
 and
 (9) OX(V )→ OX,p.
 Proposition 6.3. Suppose that 0 6= f ∈ k[X]. Then OX(D(f)) = k[X]f .
 Proof. We have k[X]f = gfn | g ∈ k[X] and n ∈ Z+. If gfn ∈ k[X]f then g
 fn ∈ k[X]I(p)for all p ∈ D(f) since f(p) 6= 0. Thus k[X]f ⊂ OX(D(f)).
 Suppose that h ∈ OX(U), which is a subset of K. Let B = g ∈ k[X] | gh ∈ k[X].If we can prove that fn ∈ B for some n, then we will have that h ∈ k[X]f , and we willbe through. By assumption, if p ∈ D(f), then h ∈ k[X]I(p), so there exist functionsa, b ∈ k[X] such that h = a
 b with b(p) 6= 0. Then bh = a ∈ k[X] so b ∈ B, and B
 contains an element not vanishing at p. Thus Z(B) ⊂ Z(f). We have f ∈√B by the
 nullstellensatz.
 In particular, we have that for any affine variety X,
 (10) k[X] = OX(X)
 The above proposition shows that if U = D(f) for some f ∈ k[X], then every element ofOX(U) has the form a
 b where a, b ∈ k[X] and b(p) 6= 0 for p ∈ U . This desirable propertyfails in general, as follows from the following example. Let X = Z(xw − yz) ⊂ A4, andU = D(y) ∪D(w) = X \ Z(y, w). k[X] = k[A4]/I(X) = k[x, y, z, w]. Let h ∈ OX(U) bedefined by h = x
 y on D(y) and h = zw on D(w). We have that x
 y = zw on D(y) ∪D(w) =
 X − Z(yw), so that h is a well defined function on U .Now suppose that h = f
 g where f, g ∈ k[X] and g does not vanish on U . We will derive acontradiction. Let Z = ZX(y, w). Z is a plane in X (k[Z] = k[x, y, z, w]/(xw−yz, y, w) ∼=k[x, z]). We have that U = X \Z. Thus ZX(g) ⊂ Z. Suppose that g does not vanish on X.Then x
 y = fg so xg = fy. Now p = (1, 0, 0, 0) ∈ X so xg(p) 6= 0 but fy(p) = 0, which is a
 contradiction. Thus g is not a unit in k[X]. By Krull’s principal ideal theorem (Theorem5.12) and by Theorem 5.6 (X is irreducible) all irreducible components of ZX(g) have
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dimension 2 = dimX − 1. Since Z is irreducible of dimension 2, we have that ZX(g) = Z.Let Z ′ = ZX(x, z), which is a plane. We have that
 (0, 0, 0, 0) = Z ∩ Z ′ = ZX(g) ∩ Z ′.But (again by Theorem 5.12 and Theorem 5.6) a polynomial function vanishes on analgebraic set of dimension 1 on a plane, which is a contradiction since a point has dimension0.
 Proposition 6.4. Suppose that p ∈ X. Then OX,p = k[X]I(p).
 Proof. We have that
 k[X]I(p) = ∪f∈k[X]|f(p)6=0k[X]f = ∪p∈D(f)OX(D(f)) = ∪p∈UOX(U).
 The last equality is since the open sets D(f) are a basis for the topology of X.
 Suppose that X is an affine variety. From the Nullstellensatz, we have that there is a1-1 correspondence between the points in X and the maximal ideals in k[X]. Thus wehave that
 (11) k[X] = OX(X) = ∩p∈XOX,p = ∩p∈Xk[X]I(p) = ∩k[X]m
 where the intersection is over the maximal ideals m of k[X], and we have the followingimportant corollary:
 Corollary 6.5. Suppose that U is a quasi-affine variety. Then U is separated; that is, ifp, q ∈ U are distinct points then OU,p 6= OU,q.
 Suppose that Y is a quasi-affine variety. Then Y is an open subset of an affine varietyX. The regular functions on Y are k[Y ] = OX(Y ). A regular map from Y to Ar is a mapϕ = (f1, . . . , fr) where f1, . . . , fr ∈ k[Y ]. Suppose that ϕ(Y ) ⊂ Z where Z is an opensubset of an irreducible closed subset of An (a quasi-affine variety). Then ϕ induces aregular map ϕ : Y → Z. A regular map ϕ : Y → Z is an isomorphism if there is a regularmap ψ : Z → Y such that ψ ϕ = idY and ϕ ψ = idZ .
 Proposition 6.6. Suppose that X is an affine variety, and 0 6= f ∈ k[X]. Then thequasi-affine variety D(f) is isomorphic to an affine variety.
 Proof. A choice of coordinate functions on X gives us a closed immersion X ⊂ An. Wethus have a surjection k[x1, . . . , xn] → k[X] with kernel I(X). Let g ∈ k[x1, . . . , xn]be a function which restricts to f on X. Let J be the ideal in the polynomial ringk[x1, . . . , xn, xn+1] generated by I(X) and 1− gxn+1. We will show that J is prime, andif Y is the affine variety Y = Z(J) ⊂ An+1, then the projection of An+1 onto its first nfactors induces an isomorphism of Y with D(f).J is an integral domain since
 k[x1, . . . , xn, xn+1]/J ∼= [k[x1, . . . , xn]/I(X)] [xn+1]/(xn+1f − 1) ∼= k[X][1f
 ] = k[D(f)]
 which is an integral domain (it is a subring of the quotient field of k[X]). Thus J is prime.Now projection onto the first n factors induces a regular map ϕ : Y → An. We have that
 Y = (a1, . . . , an, an+1) | (a1, . . . , an) ∈ X and f(a1, . . . , an)an+1 = 1.Thus ϕ(Y ) = D(f) ⊂ X. In particular, we have a regular map ϕ : Y → D(f). Nowthis map is 1-1 and onto, but to show that it is an isomorphism we have to producea regular inverse map. Let x1, . . . , xn be the restrictions of x1, . . . , xn to k[X]. Then
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x1, . . . , xn,1f ∈ k[D(f)]. Thus ψ : D(f) → An+1 defined by ψ = (x1, . . . , xn,
 1f ) is a
 regular map. The image of ψ is Y . We thus have an induced regular map ψ : D(f)→ Y .Composing the maps, we have that ψ ϕ = idY and ϕ ψ = idD(f). Thus ϕ is anisomorphism.
 Lemma 6.7. Suppose that U is a nontrivial open subset of X. Then
 ∪p∈UOX,p = k(X)
 We thus define the rational functions k(U) on a quasi-affine variety U to be k(X), whereX is the Zariski closure of U . We may further define OU (V ) = OX(V ) for an open subsetV of U and OU,p = OX,p for p ∈ U .
 Suppose that U is a quasi-affine variety with field k(U) of rational functions on U . Afunction f ∈ k(U) is said to be defined at a point p ∈ U if f ∈ OU,p.
 Lemma 6.8. Suppose that U is a quasi-affine variety and that f ∈ k(U). Then
 V = p ∈ U | f ∈ OU,pis a dense open subset of U .
 Proof. Suppose that p ∈ V . Since f ∈ OX,p, there exist g, h ∈ k[X] with h 6∈ I(p) suchthat f = g
 h . For q ∈ D(h) ∩ U we have that h 6∈ IX(q), and thus f = gh ∈ OX,q = OU,q
 and D(h) ∩ U is an open neighborhood of p in V .V is non empty since we can always write f = g
 h for some g, h ∈ k[X] with h 6= 0. Wehave that U ∩D(h) 6= ∅ since X is irreducible. Thus ∅ 6= D(h) ∩ U ⊂ V .
 Lemma 6.9. Suppose that U is a quasi affine variety and p ∈ U . Let
 IU (p) = f ∈ k[U ] | f(p) = 0.Then IU (p) is a prime (in fact maximal) ideal in k[U ] and k[U ]IU (p) = OU,p.
 Proof. U is an open subset of an affine variety U . We have restriction maps
 k[U ]→ k[U ]→ OU,p = k[U ]IU (p).
 OU,p is a local ring with maximal ideal m = IU (p)OU,p. We have that m ∩ k[U ] = IU (p)and m ∩ k[U ] = IU (p), so we have inclusions
 OU,p = k[U ]IU (p) ⊂ k[U ]IU (p) ⊂ OU,p.
 Proposition 6.10. Suppose that U, V are quasi affine varieties and ϕ : U → V is acontinuous map. Let ϕ∗ be the rule ϕ∗(f) = f ϕ for f : V → A1. Then the following areequivalent:
 1. ϕ∗ : k[V ]→ k[U ] is a k-algebra homomorphism.2. ϕ∗ : OV,ϕ(p) → OU,p is a k-algebra homomorphism for all p ∈ U .3. ϕ∗ : OV (W )→ OU (ϕ−1(W )) is a k-algebra homomorphism for all open subsets W
 of V .
 Proof. Suppose that 1 holds, p ∈ U and ϕ(p) = q. Then (ϕ∗)−1(IU (p)) = IV (ϕ(p)). Thisfollows since for f ∈ k[V ],
 f ∈ IV (ϕ(p)) iff f(ϕ(p)) = 0iff ϕ∗(f)(p) = 0iff f ∈ (ϕ∗)−1(IU (p)).
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Thus ϕ∗ : k[V ]IV (ϕ(p)) → k[U ]IU (p) and so ϕ∗ : OV,ϕ(p) → OU,p by Lemma 6.9. Thus 2holds.
 Suppose that 2 holds. Then 3 follows from the definition of regular functions. Supposethat 3 holds. Then 1 follows by taking W = V .
 Proposition 6.11. Suppose that U and V are quasi affine varieties and ϕ : U → V is amap. Then ϕ is a regular map if and only if ϕ is continuous and ϕ∗ satisfies the equivalentconditions of Proposition 6.10.
 Proof. Suppose that ϕ is regular. Then V is an open subset of an affine variety V which is aclosed subset of An, such that the extension ϕ : U → An of ϕ has the form ϕ = (f1, . . . , fn)with f1, . . . , fn ∈ OU (U). We will first establish that ϕ is continuous. Let Ui bean affine cover of U . It suffices to show that ϕi = ϕ|Ui is continuous for all i. Nowϕ∗i : k[An] → k[U ] → k[Ui] is a k-algebra homomorphism. Since Ui and An are affine,there exists a unique regular map gi : Ui → An such that g∗i = ϕ∗i .
 Suppose that p ∈ Ui and q ∈ An. We have that(12)ϕ∗i (IAn(q)) ⊂ IUi(p) iff ϕ∗i (f)(p) = 0 for all f ∈ IAn(q)
 iff f(ϕi(p)) = 0 for all f ∈ IAn(q)iff IAn(q) ⊂ IAn(ϕi(p))iff IAn(q) = IAn(ϕi(p)) since IAn(q) and IAn(ϕi(p)) are maximal idealsiff q = ϕi(p) since An is separated.
 We have that ϕi(p) = q if and only if ϕ∗i (IAn(q)) ⊂ IUi(p) and similarly gi(p) = q ifand only if g∗i (IAn(q) ⊂ IUi(p). Thus ϕi = gi. Since a regular map of affine varieties iscontinuous, we have that ϕi is continuous. Thus ϕ and ϕ are continuous.
 Now ϕ∗ : OV (V ) → OU (U) is a k-algebra homomorphism since OV (V ) = k[V ] =k[x1, . . . , xn] and ϕ∗(xi) = fi for all i. By 1 implies 2 of Proposition 6.10, applied toϕ : U → V , we have that
 ϕ∗ : OV (V ) = OV (V )→ OU (ϕ−1(V )) = OU (U)
 is a k-algebra homomorphism. Thus ϕ : U → V satisfies condition 1 of Proposition 6.10.Now suppose that ϕ : U → V is continuous and ϕ∗ satisfies the equivalent conditions
 of Proposition 6.10. Then the extension ϕ : U → An satisfies ϕ∗ : k[An] → k[U ] is ak-algebra homomorphism. Since ϕ = (ϕ∗(x1), . . . , ϕ∗(xn)), we have that ϕ is a regularmap.
 7. Rational maps of affine varieties
 We begin with an important observation about regular functions, which simply followsfrom the fact that the restriction map (9) is an inclusion.
 Proposition 7.1. Suppose that V is an open subset of an affine variety X and U is anopen subset of V . Suppose that f and g are regular functions on V such that f |U = g|U .Then f = g on V .
 Definition 7.2. Suppose that X is an affine variety. A rational map ϕ : X → Am is anm-tuple ϕ = (f1, . . . , fm) with f1, . . . , fm ∈ k(X).
 The set of points of X on which f1, . . . , fm are regular is a (nonempty) open set W byLemma 6.8. This is the set of points on which ϕ is regular.
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A rational map can be identified with the induced regular map from W to Am. Supposethat Y is an affine variety in Am such that ϕ(W ) ⊂ Y . Then ϕ induces a rational mapfrom X to Y .
 A regular map ϕ : X → Y is called dominant if ϕ(X) is dense in Y . A rational mapϕ : X → Y is called dominant if ϕ(W ) is dense in Y when W is an open subset of X onwhich ϕ is a regular map.
 Lemma 7.3. Suppose that ϕ : X → Y is a a dominant rational map of affine varieties.Then ϕ induces a 1-1 k-algebra homomorphism ϕ∗ : k(Y )→ k(X) of function fields.
 Proof. There exists a nonempty open subset W of X on which ϕ is a regular map. Wcontains an open set D(f) for some f ∈ k[X] by Lemma 6.1. D(f) is affine with k[D(f)] =k[X]f by Propositions 6.6 and 6.3. Then we have an induced k-algebra homomorphismϕ∗ : k[Y ] → k[X]f which is 1-1 by Corollary 3.14. We thus have an induced k-algebrahomomorphism of quotient fields.
 Proposition 7.4. Suppose that X and Y are affine varieties and Λ : k(Y ) → k(X) is a1-1 k-algebra homomorphism. Then there is a unique rational map ϕ : X → Y such thatϕ∗ = Λ
 Proof. Let t1, . . . , tm be coordinate functions on Y such that k[Y ] = k[t1, . . . , tm]. WriteΛ(ti) = fi
 giwith fi, gi ∈ k[X] (and gi 6= 0) for 1 ≤ i ≤ m. Let g = g1g2 · · · gm. then Λ
 induces a k-algebra homomorphism Λ : k[Y ]→ k[X]g. Now k[X]g = k[D(g)] where D(g)is the affine open subset of X, by Proposition 6.3. By Proposition 3.21, there is a uniqueregular map ϕ : D(g)→ Y such that ϕ∗ = Λ. Since a rational map of varieties is uniquelydetermined by the induced regular map on a nontrivial open subset, there is a uniquerational map ϕ : X → Y inducing Λ.
 Suppose that α : X → Y is a dominant rational map and β : Y → Z is a rational map.Then β α : X → Z is a rational map. We see this as follows. There exist open sets U ofX on which α is defined and V of Y on which β is defined. Since ϕ(U) is dense in Y wehave that ϕ(U) ∩ V 6= ∅. Thus the open set (ϕ|U)−1(V ) is nonempty.
 Definition 7.5. A dominant rational map ϕ : X → Y of affine varieties is birational ifthere is a dominant rational map ψ : Y → X such that ψ ϕ = idX and ϕ ψ = idY asrational maps.
 Proposition 7.6. A rational map ϕ : X → Y is birational if and only if ϕ∗ : k(Y )→ k(X)is a k-algebra isomorphism.
 Theorem 7.7. A dominant rational map ϕ : X → Y of affine varieties is birational ifand only if there exist nonempty open subsets U of X and V of Y such that ψ : U → V isa regular map which is an isomorphism.
 Proof. Suppose that there exist open sets U of X and V of Y such that ϕ : U → V is aregular map which is an isomorphism. Then there exists a regular map ψ : V → U suchthat ψ ϕ = idU and ϕψ = idV . Since idk[V ] = (ϕψ)∗ = ψ∗ ϕ∗ and idk[U ] = (ψ ϕ)∗ =ϕ∗ ψ∗, we have that ϕ∗ : k[V ]→ k[U ] is an isomorphism of k-algebras, so that ϕ∗ inducesan isomorphism of their quotient fields, which are respectively k(Y ) and k(X).
 Suppose that ϕ∗ : k(Y ) → k(X) is an isomorphism. Then there exists a uniquerational map ψ : Y → X such that ψ∗ is the inverse of ϕ∗ by Proposition 7.4. Lett1, . . . , tm be coordinate functions on Y and let s1, . . . , sn be coordinate functions on X.There are functions a1, . . . , at, f ∈ k[X] and b1, . . . , bs, g ∈ k[Y ], with f, g 6= 0, such that
 19
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ϕ∗(ti) = aif for 1 ≤ i ≤ m and ψ∗(sj) = bj
 g for 1 ≤ i ≤ n. Thus ϕ∗(k[Y ]) ⊂ k[X]f andψ∗(k[X]) ⊂ k[Y ]g. Since ψ∗ is the inverse of ϕ∗, we have that ϕ∗(k[Y ]gψ∗(f)) ⊂ k[X]fϕ∗(g)and ψ∗(k[X]fϕ∗(g)) ⊂ k[Y ]gψ∗(f). Thus ϕ∗ : k[Y ]gψ∗(f) → k[X]fϕ∗(g) is an isomorphism,and ϕ : D(fϕ∗(g))→ D(gψ∗(f)) is a regular map which is an isomorphism by Proposition3.23.
 Proposition 7.8. Every affine variety X is birationally equivalent to a hypersurfaceZ(g) ⊂ An.
 Proof. Let dim(X) = r. Then the quotient field k(X) is a finite algebraic extension ofthe rational function field L = k(x1, . . . , xr). By the theorem of the primitive element(Theorem 19, page 84 [32]), k(X) ∼= L[t]/f(t) for some irreducible polynomial f(t) ∈L[t]. Multiplying f(t) by an appropriate element a of k[x1, . . . , xr], we obtain a primitivepolynomial g = af(t) ∈ k[x1, . . . , xr, t], which is thus irreducible. The quotient field ofk[x1, . . . , xr, t]/(g) is isomorphic to k(X). Thus X is birationally equivalent to Z(g) ⊂Ar+1 by Proposition 7.6.
 8. Standard Graded Rings
 In this section we summarize material from Section 2, Chapter VII of [33]. Let T be thepolynomial ring T = k[x0, x1, . . . , xn]. An element f ∈ T is called homogeneous of degreed if it is a k-linear combination of monomials of degree d. Let Td be the k-vector space ofall homogeneous polynomials of degree d (we include 0). Every polynomial f ∈ T has aunique expression as a sum with finitely many nonzero terms f = F0+F1+· · · where Fi arehomogeneous of degree i, with Fi = 0 for all i sufficiently large. This is equivalent to thestatement that T =
 ⊕∞i=0 Ti, where Ti is the k-vector space of homogeneous polynomials
 of degree i; that is, T is a graded ring. Since T = k[T1] = T0[T1] is generated by elementsof degree 1 as a T0 = k-algebra, we say that T is standard graded.
 Lemma 8.1. Suppose that I ⊂ T is an ideal. Then the following are equivalent
 1. Suppose that f ∈ I and f =∑Fi where Fi is homogeneous of degree i. Then
 Fi ∈ I for all i.2. I =
 ⊕∞i=0 I ∩ Ti
 An ideal satisfying the conditions of Lemma 8.1 is called a homogeneous ideal. An idealI is homogeneous if and only if I has a homogeneous set of generators.
 Suppose that I =⊕∞
 i=0 Ii is a homogeneous ideal in T . Then S = T/I ∼=⊕∞
 i=0 Si whereSi = Ti/Ii is a standard graded ring (elements of Si have degree i and S is generated byS1 as a S0 = k algebra). In particular, every f ∈ S has a unique expression as a sum withfinitely many nonzero terms f = F0 + F1 + · · · where Fi ∈ Si are homogeneous of degreei, with Fi = 0 for all i sufficiently large. The conclusions of Lemma 8.1 hold for ideals inS.
 Lemma 8.2. Suppose that I and J are homogeneous ideals in S.
 1. I + J is a homogeneous ideal.2. IJ is a homogeneous ideal.3. I ∩ J is a homogeneous ideal.4.√I is a homogeneous ideal.
 5. If P is a minimal prime ideal of S containing I then P is homogeneous.20
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Suppose that P is a homogeneous ideal in S. Then P is a prime ideal if and only if ithas the property that whenever F,G ∈ S are homogeneous and FG ∈ P , then F or G isin P .
 Suppose that I is an ideal in the polynomial ring T , and S = T/I. Then S =k[x0, . . . , xn] is the k-algebra generated by the classes xi of the xi in S. We can ex-tend the grading of T to S if and only if I is a homogeneous ideal. In this case, we havethat S =
 ⊕∞i=0 Si where Si is the k-vector space generated by the monomials
 ∏xaj
 j where∑aj = i. If I is not homogeneous, the concept of degree is not well defined on S. As an
 example, if I = (x− y2) ⊂ k[x, y], then x = y2 would have to have both degree 1 and 2 ink[x, y]/I.
 9. Projective Varieties
 Define an equivalence relation∼ on kn+1\(0, . . . , 0) by (a0, a1, . . . , an) ∼ (b0, b1, . . . , bn)if there exists 0 6= λ ∈ k such that (b0, b1, . . . , bn) = (λa0, λb1, . . . , λbn). Projective spacePnk over k is defined as
 Pnk =(kn+1 \ (0, . . . , 0)
 )/ ∼ .
 The equivalence class of an element (a0, a1, . . . , an) in kn+1 \ (0, . . . , 0) is denoted by(a0 : a1 : . . . : an).
 We define the homogeneous coordinate ring of Pnk to be the standard graded ringS(Pn) = k[x0, x1, . . . , xn]. We think of the xi as “homogeneous coordinates” on Pn.
 Suppose that F ∈ k[x0, . . . , xn] is homogeneous of degree d, λ ∈ k and and a0, . . . , an ∈k. Then F (λa0, . . . , λan) = λdF (a0, . . . , an) Thus we see that if U is a set of homogeneouspolynomials in S(Pn) (possibly of different degrees), then the set
 Z(U) = (a0, . . . , an) ∈ Pn | F (a0, . . . , an) = 0 for all F ∈ U
 is a well defined subset of Pn.If I is a homogenous ideal in S(Pn), we define
 Z(I) = (a0, . . . , an) ∈ Pn | F (a0, . . . , an) = 0 for all F ∈ U
 where U is a set of homogeneous generators of I. This is a well defined set (independentof the set of homogeneous generators U of I).
 Definition 9.1. A subset Y of Pn is a projective algebraic set if there exists a set U ofhomogeneous elements of S(Pn) such that Y = Z(U).
 Proposition 9.2. Suppose that I1, I2, Iαα∈Λ are homogeneous ideals in S(Pn). Then1. Z(I1I2) = Z(I1) ∪ Z(I2).2. Z(
 ∑α∈Λ Iα) = ∩α∈ΛZ(Iα).
 3. Z(S(Pn)) = ∅4. Pn = Z(0).
 Proposition 9.2 tells us that1. The union of two algebraic sets is an algebraic set.2. The intersection of any family of algebraic sets is an algebraic set.3. ∅ and Pn are algebraic sets.
 We thus have a topology on Pn, defined by taking the closed sets to be the algebraicsets. The open sets are the complements of algebraic sets in Pn. This topology is calledthe Zariski topology.
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Definition 9.3. A projective algebraic variety is an irreducible closed subset of Pn. Anopen subset of a projective variety is a quasi-projective variety. A projective algebraic setis a closed subset of Pn. A quasi-projective algebraic set is an open subset of a closedsubset of Pn.
 Given a subset Y of Pn, the ideal I(Y ) of Y in S(Pn) is the ideal in S(Pn) generatedby the set
 U = F ∈ S(Pn) | F is homogeneous and F (p) = 0 for all p ∈ Y .
 Theorem 9.4. (Homogeneous Nullstellensatz) (Theorem 15, Section 4, Chapter VII [33])Let k be an algebraically closed field, a a homogeneous ideal in the polynomial ring R =k[x0, . . . , xn], and F ∈ R a homogeneous polynomial which vanishes at all points of Z(a).Then F r ∈ a for some r > 0.
 Proposition 9.5. Suppose that a is a homogeneous ideal in the standard graded polynomialring T = k[x0, . . . , xn] =
 ⊕∞i=0 Ti. Then the following are equivalent:
 1. Z(a) = ∅2.√
 a is either T or the ideal T+ =⊕
 d>0 Td3. Td ⊂ a for some d > 0.
 Proposition 9.6. The following statements hold:a) If T1 ⊂ T2 are subsets of S(Pn) consisting of homogeneous elements, then Z(T2) ⊂
 Z(T1).b) If Y1 ⊂ Y2 are subsets of Pn, then I(Y2) ⊂ I(Y1).c) For any two subsets Y1, Y2 of Pn, we have I(Y1 ∪ Y2) = I(Y1) ∩ I(Y2).d) If a is a homogeneous ideal in S(Pn) with Z(a) 6= ∅, then I(Z(a)) =
 √a.
 e) For any subset Y of Pn, Z(I(Y )) = Y , the Zariski closure of Y .
 Suppose that p = (a0 : . . . : an) ∈ Pn. Then
 I(p) = (aixj − ajxi | 0 ≤ i, j ≤ n).
 Theorem 9.7. A closed set W ⊂ Pn is irreducible if and only if I(W ) is a prime ideal.
 Proposition 9.8. Every closed set in Pn is the union of finitely many irreducible ones.
 Suppose that X is a projective variety, which is a closed subset of Pn. We define thecoordinate ring of X to be S(X) = S(Pn)/I(X), which is a standard graded ring and adomain. Suppose that U is a set of homogeneous elements of S(X). Then we define
 ZX(U) = p ∈ X | F (p) = 0 for all F ∈ U.Given a subset Y of X, we define IX(Y ) to be the ideal in S(X) generated by the homo-geneous elements of S(X) which vanish at all points of Y .
 The above results in this section hold with Pn replaced by X.Suppose that X is a projective algebraic set and F ∈ S(X). We define D(F ) = X\Z(F ),
 which is an open set in X.
 Lemma 9.9. Suppose that X is a projective algebraic set. Then the open sets D(F ) forhomogeneous F ∈ S(X) forms a basis for the topology of X.
 Theorem 9.10. Suppose that 0 ≤ i ≤ n and D(xi) is the open subset of Pn. Then themaps ϕ : D(xi) → An defined by ϕ(a0 : . . . : an) = (a1
 ai, . . . , an
 ai) for (a0 : . . . : an) ∈ D(xi)
 and ψ : An → D(xi) defined by ψ(a1, a2, . . . , an) = (a1 : . . . : ai−1 : 1 : ai : . . . : an) for(a1, . . . , an) ∈ An are inverse homeomorphisms.
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The method of this proof is by constructing a correspondence between elements ofR = k[y1, . . . , yn] (a polynomial ring in n variables) and homogeneous elements of thestandard graded polynomial ring T = k[x0, . . . , xn]. For simplicity, assume that i = 0.To f(y1, . . . , yr) ∈ R we associate fh = F (x0, . . . , xr) = xd0f(x1
 x0, . . . , xn
 x0), where d is the
 degree of f . To F (x0, . . . , xn) we associate F a = F (1, y1, . . . , yn) (this definition is validfor all F ∈ T ). One checks that (fh)a = f for all f ∈ R and for all homogeneous F ,(F a)h = x−m0 F where m is the highest power of x0 which divides F .
 We extend h to a map from ideals in k[y1, . . . , yn] to homogeneous ideals in k[x0, . . . , xn]by taking an ideal I to the ideal Ih generated by the set of homogeneous elements fh |f ∈ I. A homogeneous ideal J is mapped to the ideal
 Ja = fa | f ∈ J = F a | F ∈ J is homogeneous.The properties which are preserved by these correspondences of ideals are worked out indetail in Section 5 of Chapter VII of [33]. The following formulas hold:
 (Ih)a = I for I an ideal in R, and
 (Ja)h = ∪∞j=0J : xji for J an homogeneous ideal in T
 where J : xji = f ∈ T | fxji ∈ J. We can deduce from these formulas that a and h give a1-1 correspondence between prime ideals in k[y1, . . . , yn] and prime ideals in k[x0, . . . , xn]which do not contain xi.
 It follows that if X is an affine variety, which is a closed subset of An, then ψ inducesa homeomorphism of X with W ∩ D(xi), where W is the projective variety Z(I(X)h),and if W is a projective variety which is a closed subset of Pn which is not contained inZ(xi), then ψ induces a homeomorphism of the closed subvariety X = Z(I(W )a) of An
 with W ∩D(xi).
 10. Regular functions and regular mappings of quasi projective varieties
 Suppose that X is a projective variety, which is a closed subset of Pn. We define thefunction field of X to be
 k(X) = FG| F,G ∈ S(X) are homogeneous of the same degree d, and G 6= 0.
 k(X) is a field. Suppose that f ∈ k(X). We say that f is regular at p ∈ X if thereexists an expression f = F
 G , where F,G are homogeneous of the same degree d, such thatG(p) 6= 0.
 Lemma 10.1. Suppose that f ∈ k(X). Then the set
 U = p ∈ X | f is regular at pis an open set.
 Proof. Suppose that p ∈ U . Then there are F,G ∈ S(X) which are homogeneous of thesame degree d such that f = F
 G and G(p) 6= 0. Then X \ ZX(G) is an open neighborhoodof p which is contained in U . Thus U is open.
 For p ∈ X, we define
 OX,p = f ∈ k(X) | f is regular at p.OX,p is a local ring. Suppose that U is an open subset of X. Then we define
 OX(U) = ∩p∈UOX,p.23
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Here the intersection takes place in k(X).There are examples of quasi projective varieties U such that OU (U) is not a finitely
 generated k-algebra [24], and page 456 of [30].
 Definition 10.2. Suppose that X is a quasi projective variety (or a quasi affine variety)and Y is a quasi projective variety (or a quasi affine variety). A regular map ϕ : X → Yis a continuous map such that for every open subset U of Y , the rule ϕ∗(f) = f ϕ forf ∈ OY (U) gives a k-algebra homomorphism ϕ∗ : OY (U)→ OX(ϕ−1(U)).
 Definition 10.2 is consistent with our earlier definitions of regular maps of affine andquasi affine varieties by Propositions 6.10 and 6.11.
 Definition 10.3. Suppose that X is a quasi projective variety (or a quasi affine variety)and Y is a quasi projective variety (or a quasi affine variety). A regular map ϕ : X → Yis an isomorphism if there exists a regular map ψ : Y → X such that ψ ϕ = idX andϕ ψ = idY .
 Theorem 10.4. Suppose that W is a projective variety which is a closed subset of Pn andxi is a homogeneous coordinate on Pn such that W ∩D(xi) 6= ∅. Then W ∩D(xi) is anaffine variety.
 Proof. Without loss of generality, we may suppose that i = 0. Write
 S(W ) = k[x0, . . . , xn]/I(W ) = k[x0, . . . , xn]
 where xi are the classes xi + I(W ). S(W ) is standard graded with the xi having degree1. By our assumption x0 6= 0, so xj
 x0∈ k(W ) for all j.
 Let ϕ : W ∩D(x0)→ X be the homeomorphism of Theorem 9.10, where X is the affinevariety X = Z(I(W )a) ⊂ An. We have that k[X] = k[y1, . . . , yn]/I(X) = k[y1, . . . , yn].For a point p = (a0 : a1 : . . . : an) ∈W ∩D(x0) we have that ϕ(p) = (a1
 a0, . . . , an
 a0).
 Define
 (13) ϕ∗(f) = f ϕ = f(x1
 x0, . . . ,
 xnx0
 ) =fh
 (x0)deg(fh)
 for f ∈ k[X].We thus have that ϕ∗ is a k-algebra homomorphism ϕ∗ : k[X] → k(W ) which is 1-1
 (since the kernel of ϕ∗ is IX(X) = (0) by Theorem 9.10). We thus have an induced k-algebra homomorphism ϕ∗ : k(X) → k(W ). By (13) we have that ϕ∗(f) ∈ OW,p for allp ∈W ∩D(x0).
 Suppose that p = (a0 : . . . : an) ∈ W ∩ D(x0), and h ∈ OX,ϕ(p). Then h = fg with
 f, g ∈ k[X] and g(ϕ(p)) = g(a1a0, . . . , an
 a0) 6= 0. Since a0 6= 0, we see from (13) that
 ϕ∗(g)(p) 6= 0. Thus ϕ∗(h) ∈ OW,p. We thus have that ϕ∗(OX,ϕ(p)) ⊂ OW,p. Suppose thath ∈ OW,p. Then h = F (x0,...,xn)
 G(x0,...,xn) where F,G are homogeneous of a common degree d andG(p) 6= 0. We have
 F
 G=
 Fxd0
 Gxd0
 =F (1, x1
 x0, . . . , xn
 x0)
 G(1, x1x0, . . . , xn
 x0)
 = ϕ∗(F a
 Ga
 ).
 Now Ga(ϕ(p)) = G(p)
 ad06= 0 so Fa
 Ga ∈ OX,ϕ(p). We thus have that ϕ∗ : OX,ϕ(p) → OW,p is anisomorphism for all p ∈W ∩D(x0).
 Since ϕ is a homeomorphism and by the definition of O, we have that
 ϕ∗ : Oϕ−1(U) = ∩p∈UOX,ϕ(p)∼= ∩p∈UOW,p = OW (U)
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is an isomorphism for all open subsets U ⊂W ∩D(x0). In particular, ϕ is a regular map.Now we have that the inverse map ψ of ϕ defined in Theorem 9.10 induces a map
 ψ∗ : k(W )→ k(X) which is the inverse of ϕ∗. By our above calculations, we then see thatψ is a regular map which is an inverse to ϕ. Thus ϕ is an isomorphism.
 Corollary 10.5. Suppose that X is a quasi affine variety. Then X is isomorphic to aquasi projective variety.
 Proof. This follows from Theorems 9.10 and 10.4.
 We will call an open subset U of a projective variety an affine variety if U is isomorphicto an affine variety. We this identification, we have that all quasi affine varieties are quasiprojective.
 Corollary 10.6. Every point p in a quasi projective variety has an open neighborhoodwhich is isomorphic to an affine variety.
 Proof. Suppose that V is a quasi projective variety, and p ∈ V is a point. Then V isan open subset of a projective variety W , which is itself a closed subset of a projectivespace Pn. By Theorem 10.4, there exists a homogeneous coordinate xi on Pn such thatD(xi) ∩W is isomorphic to an affine variety. Now by Lemma 6.1 and Proposition 6.6,there exists an affine open subset U of D(xi) ∩W which contains p and is contained inV .
 The proof of Theorem 10.4 gives us the following useful formula. Suppose that W ⊂ Pnis a projective variety, and suppose that W is not contained in Z(xi) Then
 (14) OW (D(xi)) = k[x0
 xi, . . . ,
 xnxi
 ] ∼= k[x0
 xi, . . . ,
 xnxi
 ]/J
 where J = f(x0xi, . . . , xn
 xi) | f ∈ I(W ).
 We can easily calculate the regular functions on Pn now. Since D(xi) | 1 ≤ i ≤ n isan open cover of Pn,
 OPn(Pn) = ∩ni=0OPn(D(xi)) = ∩ni=0k[x0
 xi, . . . ,
 xnxi
 ] = k.
 This statement is true for arbitrary projective varieties W (taking the intersection overthe open sets W ∩ D(xi) such that D(xi) ∩W 6= ∅) but we need to be a little carefulwith the proof, as can be seen from the following example. Consider the standard gradeddomain T = Q[x0, x1] = Q[x0, x1]/x2
 0 + x21. We compute L = Q[x0
 x1]∩Q[x1
 x0]. We have that
 x20 = −x2
 1 so x1x0
 = −x0x1
 .
 L = Q[x0
 x1] ∼= Q[t]/(t2 + 1) ∼= Q[
 √−1]
 which is larger than Q. This example shows that any proof that OW (W ) = k for aprojective variety W must use the assumption that k is algebraically closed.
 Theorem 10.7. Suppose that W is a projective variety. Then the regular functions onW are OW (W ) = k.
 Proof. W is a closed subset of Pn for some n. Let S(Pn) = k[x0, . . . , xn] and S(W ) =k[x0, . . . , xn]. We may suppose that xi 6= 0 for all i, for otherwise we have that W ⊂ Z(xi)so that W is a closed subset of Z(xi) ∼= Pn−1 ⊂ Pn, and W is contained in a projectivespace of smaller dimension. Repeating this reduction at most a finite number of times, we
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eventually realize W as a closed subset of a projective space such that W 6⊂ Z(xi) for anyi.
 f ∈ OW (W ) = ∩ni=0OW (D(xi))] = ∩ni=0k[x0
 xi, . . . ,
 xnxi
 ].
 Thus there exist Ni ∈ N and homogeneous elements Gi ∈ S(W ) = k[x0, . . . , xn] of degreeNi such that
 f =Gi
 xNii
 for 0 ≤ i ≤ n.
 Let Si be the set of homogeneous forms of degree i in S(W ) (so that S(W ) ∼=⊕∞
 i=0 Si).We have that xNi
 i f ∈ SNi for 0 ≤ i ≤ n. Suppose that N ≥∑Ni. Since SN is spanned (as
 a k-vector space) by monomials of degree N in x0, . . . , xn, for each such monomial at leastone xi has an exponent ≥ Ni. Thus SNf ⊂ SN . Iterating, we have that SNf q ⊂ SN for allq ∈ N. In particular, xN0 f
 q ∈ S(W ) for all q > 0. Thus the subring S(W )[f ] of the quotientfield of S(W ) is contained in x−N0 S(W ), which is a finitely generated S(W ) module. Thusf is integral over S(W ) (by Theorem 4.4). Thus there exist a1, . . . , am ∈ S(W ) such that
 fm + a1fn−1 + · · ·+ am = 0.
 Since f has degree 0, we can replace the ai with their homogeneous components of degree0 and still have a dependence relation. But the elements of degree 0 in S(W ) consists ofthe field k. Now k[f ] is a domain since it is a subring of the quotient field of S(W ). Thusf ∈ k since k is algebraically closed.
 Proposition 10.8. Suppose that W is a projective variety. Then W is separated (distinctpoints of W have distinct local rings).
 Proof. Suppose that W is a closed subset of a projective space Pn. Write k[W ] =k[x0, . . . , xn]/I(W ) = k[x0, . . . , xn]. Suppose that p ∈ W . Then p ∈ D(xi) for somei, so that since W ∩D(xi) is affine, OW,p is the localization of k
 [x0xi, . . . , xn
 xi
 ]at a maximal
 ideal m. Let π : OW,p → OW,p/mOX,p ∼= k be the residue map. Let π(xj
 xi) = αj ∈ k for
 0 ≤ j ≤ n (with αi = 1 since xixi
 = 1). We have that xi(p) 6= 0 and xj(p) = αjxi(p). Thusp = (α0 : . . . : αn) ∈W is uniquely determined by the ring OX,p.
 Proposition 10.9. Suppose that X and Y are quasi projective varieties and ϕ : X →Y is a dominant regular map. Then the rule ϕ∗(f) = f ϕ induces a 1-1 k-algebrahomomorphism ϕ∗ : k(Y )→ k(X).
 Proof. Let V be an affine open subset of Y , and U be an affine open subset of the opensubset f−1(V ) of X. Then the restriction of ϕ to a map of affine varieties ϕ : U → V isdominant, so the k-algebra homomorphism ϕ∗ : k[V ] → k[U ] is 1-1. Taking the inducedmap on quotient fields, we obtain the desired homomorphism of function fields.
 Proposition 10.10. Suppose that X and Y are quasi projective varieties and ϕ : X → Yis a map. Let Vi be a collection of open affine subsets covering Y , and Ui be a collectionof open subsets covering X, such that
 1. ϕ(Ui) ⊂ Vi for all i and2. the rule ϕ∗(f) = f ϕ maps OY (Vi) into OX(Ui) for all i.
 Then ϕ is a regular map.26
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Proof. Suppose that U is an affine subset of Ui. Then ϕ∗ induces a k-algebra homo-morphism ϕ∗ : k[Vi] → k[U ] since the restriction map OY (Ui) → OY (U) is a k-algebrahomomorphism. Thus we may refine our cover to assume that Ui are affine for all i.
 Let ϕi : Ui → Vi be the restriction of ϕ. Consider the k-algebra homomorphismϕ∗i : k[Vi]→ k[Ui]. Suppose that p ∈ Ui and q ∈ Vi. We have that(15)ϕ∗i (IVi(q)) ⊂ IUi(p) iff ϕ∗i (f)(p) = 0 for all f ∈ IVi(q)
 iff f(ϕi(p)) = 0 for all f ∈ IVi(q)iff IVi(q) ⊂ IVi(ϕi(p))iff IVi(q) = IVi(ϕi(p)) since IVi(q) and IVi(ϕi(p)) are maximal idealsiff q = ϕi(p) since the affine variety Vi is separated.
 Now there exists a regular map gi : Ui → Vi such that g∗i = ϕ∗i (by Proposition 3.21).The calculation (15) shows that for p ∈ Ui and q ∈ Vi we have that gi(p) = q if and onlyif g∗i (IVi(q)) ⊂ IUi(p). Thus ϕi = gi so that ϕi is a regular map. In particular the ϕi areall continuous so that ϕ is continuous.
 Suppose that q ∈ Y and p ∈ ϕ−1(q). Then there exist Ui and Vi such that p ∈ Ui andq ∈ Vi. For f ∈ k[Vi],
 f ∈ IVi(ϕi(p)) iff f(ϕi(p)) = 0iff ϕ∗i (f)(p) = 0iff f ∈ (ϕ∗i )
 −1(IUi(p)).
 Thus (ϕ∗i )−1(IUi(p)) = IVi(q), and we have an induced k-algebra homomorphism
 ϕ∗i : OVi,q = k[Vi]IVi(q) → k[Ui]IUi
 (p) = OUi,p.
 But this is just the statement that
 ϕ∗ : OY,q → OX,p.
 Thus
 (16) ϕ∗ : OY,q → ∩p∈ϕ−1(q)OX,p.
 Suppose that U is an open subset of Y . Then
 OX(ϕ−1(U)) = ∩q∈U(∩p∈ϕ−1(q)OX,p
 ).
 Thus by (16), we have that
 ϕ∗ : OY (U)→ OX(ϕ−1(U)).
 We have established that ϕ is a regular map.
 11. Some examples of regular maps
 11.1. Criteria for maps.
 Lemma 11.1. A composition of regular maps of quasi projective varieties is a regularmap.
 Proof. This follows from the definition of a regular map, since the composition of contin-uous functions is continuous.
 Proposition 11.2. Suppose that U and V are quasi projective varieties.27

Page 28
                        

1. Suppose that U is an open subset of V . Then the inclusion i : U → V is a regularmap.
 2. Suppose that U is a closed subset of V . Then the inclusion i : U → V is a regularmap.
 Proof. Let Vi be an affine cover of V . Let Ui = ϕ−1(Vi). Then Ui is an open coverof U such that i(Ui) ⊂ Vi for all i. In both cases 1 and 2, i∗ is restriction of functions, soi∗ : OV (Vi)→ OU (Ui) for all i. By Proposition 10.10, i is a regular map.
 Proposition 11.3. Suppose that X is a quasi projective variety and
 ϕ = (f1, . . . , fn) : X → An
 is a map. Then ϕ is a regular map if and only if fi are regular functions on X for all i.
 Suppose that X is a quasi projective variety, which is an open subset of a closed subsetW of Pm and ϕ : X → Pn is a regular map. Let k(W ) = k[x0, . . . , xm] and k(Pn) =k[y0, . . . , yn]. Suppose that p ∈ X. Then there exists an i such that p ∈ D(xi) and thereexists a j such that ϕ(p) ∈ D(yj). Let V = D(yj). Now ϕ−1(V ) is an open subset of theopen subset X of W , so ϕ−1(V ) is open in W . Thus ϕ−1(V )∩D(xi) is an open subset ofthe affine variety W ∩D(xi) containing p. There exists h ∈ k[W ∩D(xi)] such that
 p ∈ D(h) = W ∩D(xi)− ZW∩D(xi)(h) ⊂ ϕ−1(V ) ∩D(xi).
 Let U = D(h). U is an affine open set, which is a neighborhood of p in X. Consider therestriction ϕ : U → V . Then ϕ is a regular map of affine varieties, so on U , we can representϕ : U → V ∼= An as ϕ = (f1, . . . , fn) for some f0, . . . , fn ∈ k[U ] = OX(U) ⊂ k(U) = k(X)(by Proposition 6.11). Thus we have a representation ϕ = (f1 : . . . : fi−1 : 1 : fi : . . . : fn)on the neighborhood U of p.
 In particular, we have shown that there exists an open neighborhood U of p in X, andregular functions f0, . . . , fn ∈ OX(U) such that
 (17) ϕ = (f0 : . . . : fn)
 on U , where there are no points on U where all of the fi vanish. Suppose that q ∈ X isanother point, and Y is an open neighborhood of q in X with regular functions g0, . . . , gn ∈OX(Y ) such that
 (18) ϕ = (g0 : . . . : gn)
 on Y , and the gi have no common zeros on Y . These two representations of ϕ must agreeon U ∩ Y , which happens if and only if
 figj − gjfi = 0 for 0 ≤ i, j ≤ non U ∩ Y .
 By Proposition 10.10 (and Proposition 6.11), a collection of such representations onopen sets of X determines a regular mapping ϕ : X → Pn,
 We can thus think of a regular map ϕ : X → Pn as an equivalence class of expressions(f0 : f1 : . . . : fn) with f0, . . . , fn ∈ k(X) and such that
 (f0 : f1 : . . . : fn) ∼ (g0 : . . . : gn)
 if and only iffigj − gjfi = 0 for 0 ≤ i, j ≤ n.
 We further require that for each p ∈ X there exists a representative (f0 : f1 : . . . : fn) suchthat fi ∈ OX,p for all i, and some fi does not vanish at p.
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We can reinterpret this to give another useful way to represent a regular mappingϕ : X → Pn. In the representation (17) of ϕ near p ∈ X, we can write each of the regularmappings as ratios fi = Fi
 Giwhere Fi, Gi are homogeneous elements of a common degree
 di in the homogeneous coordinate ring S(W ) (which is a quotient of S(Pm)). We can thusrepresent ϕ near p by the expression
 (H0 : H1 : . . . : Hn)
 where Hi are homogeneous elements of S(W ) (or of S(Pm)) of a common degree, and atleast one Hi does not vanish at p.
 We can thus think of a regular map ϕ : X → Pn as an equivalence class of expressions(F0 : F1 : . . . : Fn) with F0, . . . , Fn homogeneous elements of S(W ) (or of S(Pm)) allhaving the same degree, and such that
 (F0 : F1 : . . . : Fn) ∼ (G0 : . . . : Gn)
 if and only ifFiGj −GjFi = 0 for 0 ≤ i, j ≤ n.
 We further require that for each p ∈ X there exists a representative (F0 : F1 : . . . : Fn)such that some Fi does not vanish at p. It is not required that the common degree of theFi be the same as the common degree of the Gj .
 11.2. Linear Isomorphisms of Projective Space. Suppose that A = (aij) is an invert-ible (n+ 1)× (n+ 1) matrix with coefficients in k (indexed as 0 ≤ i, j ≤ n). Define homo-geneous elements Li of degree 1 in S = k(Pn) = k[x0, . . . , xn] =
 ⊕Si by Li =
 ∑ni=0 aijxj
 for 0 ≤ i ≤ n. Then the Li are a k-basis of S1 so that Z(L0, . . . , Ln) = Z(x0, . . . , xn) = ∅.Thus ϕA : Pn → Pn defined by
 ϕA = (L0 : . . . : Ln)
 is a regular map. If B is another invertible (n+ 1)× (n+ 1) matrix with coefficients in k,then we have that
 ϕA ϕB = ϕAB.
 Thus ϕA is an isomorphism of Pn, with inverse map ϕA−1 .
 Proposition 11.4. Suppose that W is a projective variety which is a closed subset of Pn.Suppose that L ∈ S(Pn) is a linear homogeneous form, such that D(L) ∩W 6= ∅. ThenD(L) ∩W is an affine variety.
 Proof. Write L =∑n
 j=0 a0jxj for some nonzero aij ∈ k, and extend the vector (a00, . . . , aon)to a basis of kn+1. Arrange this basis in an (n+1)×(n+1) matrixA = (aij). A is necessarilyinvertible. Now the isomorphism ϕA : Pn → Pn maps D(L) to D(x0) and W to a projec-tive variety ϕA(W ) which is not contained in Z(x0). ϕA(W ) ∩D(x0) is an affine varietyby Theorem 10.4. Thus W ∩D(L) is affine since it is isomorphic to ϕA(W ) ∩D(x0).
 In the case thatW 6⊂ Z(L), composing the isomorphism ϕ∗ : Oϕ(W )(D(x0)) ∼= OW (D(L))of the above proof with the representation of Oϕ(W )(D(x0)) of (14), we obtain that
 (19) OW (D(L)) = k[x0
 L, . . . ,
 xn
 L] ∼= k[
 x0
 L, . . . ,
 xnL
 ]/J
 where J = f(x0L , . . . ,
 xnL ) | f ∈ I(W ).
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11.3. The Veronese map. Suppose that d is a positive integer. Let xd0, xd−10 x1, . . . , x
 dn
 be the set of all monomials of degree d in S(Pn) = k[x0, . . . , xn]. Let e =(n+dd
 ). There
 are e + 1 such monomials. Since these monomials are a k-basis of Sd, we have thatZ(xd0, x
 d−10 x1, . . . , x
 dn) = ∅. Thus we have a regular map
 Λ : Pn → Pe
 defined by Λ = (xd0 : xd−10 x1 : . . . : xdn). Let W be the closure of Λ(Pn) in Pe.
 We will establish that Λ is an isomorphism of Pn to W . Let Pe have the homogeneouscoordinates yi0i2...in where i0, . . . , in are nonnegative integers such that i0 + · · · + in = d.The map Λ is defined by the equations
 yi0i2...in = xi00 · · ·xinn .
 We certainly have that
 yi0...inyj0...jn − yk0...knyl0...ln ∈ I(W )
 ifi0 + j0 = k0 + l0, . . . , in + jn = kn + ln.
 Further, we can check that
 W = Z(yi0...inyj0...jn − yk0...knyl0...ln | i0 + j0 = k0 + l0, . . . , in + jn = kn + ln)
 is the image of Λ. Suppose that q ∈W . Then q = Λ(p) for some p ∈ Pn, so that xj(p) 6= 0for some j. We have that y0...0d0...0(q) = xdi (p) 6= 0, where d is in the j-th place. Thus theaffine open sets Wj = D(y0...0d0...0)) of Pe cover W . Let
 S(W ) = S(Pe)/I(W ) = k[yi0,...,in].
 In S(W ), we have the identities
 (20) yi0...inyj0...jn = yk0...knyl0...ln if i0 + j0 = k0 + l0, . . . , in + jn = kn + ln.
 Now on each open subset Wj = D(y0...0d0...0)) ∩W of W we define a regular map
 Ψj : Wj → D(xj) ⊂ Pn
 byΨj = (y10...0(d−1)0...0 : y010...0(d−1)0...0 : . . . : y0...0d0...0 : . . . , y0...0(d−1)0...01).
 Now we have that
 Ψj Λ = (x0xd−1j : x1x
 d−1j : . . . : xnxd−1
 j ) = (x0 : x1 : . . . : xn) = idD(xj),
 and the identities
 yi1...id yd0...0(d−1)0...0 = yi010...0(d−1)0...0 y
 i1010...0(d−1)0...0 · · · y
 in0...0(d−1)0...01
 whenever i0 + i1 + · · ·+ in = d (which are special cases of (20)) imply that
 Λ Ψj = idWj
 Now we check, again using the identities (20), that Ψj = Ψk on Wj ∩Wk. Thus the Ψj
 patch to give a regular map Ψ : W → Pn which is an inverse to Λ.It can be shown that I(W ) is actually generated by the set
 yi0...inyj0...jn − yk0...knyl0...ln | i0 + j0 = k0 + l0, . . . , in + jn = kn + ln.In our proof, we only used the weaker statement that the radical of the ideal generatedby these elements is I(W ).
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The isomorphism Λ : Pn →W is called the Veronese map. We can obtain the followingresult using this map, composed with a linear isomorphism, which generalizes Proposition11.4.
 Proposition 11.5. Suppose that W is a projective variety which is a closed subset of Pn.Suppose that F ∈ S(Pn) is a homogeneous form of degree d such that D(F ) ∩W 6= ∅.Then D(F ) ∩W is an affine variety.
 We obtain that(21)OW (D(F )) = k[M
 F|M is a monomial in x0, . . . , xn of degree d, F = F (x0, . . . , xn)]
 ∼= k[MF |M is a monomial in x0, . . . , xn of degree d]/J
 where J = G(x0,...,xn)F e | G ∈ I(W ) is a form of degree de.
 12. Rational Maps of Projective Varieties
 Definition 12.1. Suppose that X is a projective variety. A rational map ϕ : X → Pnis an equivalence class of (n + 1)-tuples ϕ = (f0 : . . . : fn) with f0, . . . , fn ∈ k(X), where(g0 : . . . : gn) is equivalent to (f0 : . . . : fn) if figj − fjgi = 0 for 0 ≤ i, j ≤ n.
 A rational map ϕ : X → Pn is regular at a point p ∈ X if there exists a representation(f0 : . . . : fn) of ϕ such that all of the fi are regular functions at p (fi ∈ OX,p for all i)and some fi(p) 6= 0.
 Let U be the open set of points of X on which ϕ is regular. Then ϕ : U → Pn is aregular map. Let Y be a subvariety of Pn containing the Zariski closure of ϕ(U). Thenϕ : U → Y is a regular map. We have an induced rational map ϕ : X → Y .
 Suppose that ϕ : X → Y is a rational map. Let U be the open subset of X such thatϕ : U → Y is a regular map. Let A be an open affine subset of Y such that A∩ϕ(U) 6= ∅,and let B be an open affine subset of (ϕ|U)−1(A). Then ϕ induces a regular map of affinevarieties ϕ : B → A. From this reduction, we obtain that the results of Section 7 onrational maps of affine varieties are all valid for projective varieties.
 It is also convenient sometimes to interpret rational maps in terms of equivalence classesof homogeneous forms (H0 : . . . : Hn) of a common degree.
 12.1. Projection from a linear subspace. A linear subspace E of a projective spacePn is the closed subset defined by the vanishing of a set of linear homogeneous forms.Such a subvariety is isomorphic to a projective space Pd for some d ≤ n. The ideal I(E)is then minimally generated by a set of n − d linear forms; in fact a set of linear formsL1, . . . , Ln−d is a minimal set of generators of I(E) if and only if L1, . . . , Ln−d is a k-basis of the k-linear subspace of the homogeneous linear forms on Pn which vanish on E.We will say that E has dimension d.
 Suppose that E is a d-dimensional linear subspace of Pn. Let L1, . . . , Ln−d be linearforms in k[x0, . . . , xn] which define E. The rational map ϕ : Pn → Pn−d−1 with ϕ = (L1 :. . . : Ln) is called the projection from E. The mapping is regular on the open set Pn \ E.
 This map can be interpreted geometrically as follows: Choose a linear subspace F of Pnof dimension n−d−1 which is disjoint from E (to find such an F , just extend L1, . . . , Ln−dto a k-basis L1, . . . , Ln−d,M1, . . . ,Md+1 of S1 (the vector space of linear forms in S(Pn)),and let F = Z(M1, . . . ,Md+1)). Suppose that p ∈ Pn \ E. Let Gp be the unique linear
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subspace of Pn of dimension d + 1 which contains p and E. Gp intersects F in a uniquepoint. This intersection point can be identified with ϕ(p).
 This map depends on the choice of basis L1, . . . , Ln−d of linear forms which define E.However, there is not a significant difference if a different basis L′1, . . . , L
 ′n−d is chosen. In
 this case there is a linear isomorphism Λ : Pn−d → Pn−d such that (L1 : . . . : Ln−d) =Λ (L′1 : . . . : L′n−d).
 13. Products
 In this section we define the product of two varieties. First, suppose that X and Y areaffine varieties, with X a closed subset of Am and Y a closed subset of An. It is naturalto construct the product of Am and An as
 Am × An = Am+n.
 As sets, this gives a natural identification, and this identification makes Am × An into anaffine variety. The projections π1 : Am × An → Am and π2 : Am × An → An are regularmappings. In fact, we have that if k[Am] = k[x1, . . . , xm] and k[An] = k[y1, . . . , yn], thenk[Am × An] = k[x1, . . . , xm, y1, . . . , yn].
 Now the product X×Y can be naturally identified with a subset of Am×An, and we havethat X×Y is a closed subset of Am×An, as we have that X×Y = Z(π∗1(I(X))∪π∗2(I(Y )).Let R = k[Am × An].
 Proposition 13.1. I(X)R+ I(Y )R is a prime ideal in R.
 Proof. We make use of properties of tensor products to prove this. We have that
 R/(I(X)R+ I(Y )R) ∼= k[X]⊗k k[Y ]
 (Theorem 35, page 184 [32]). We have that k(X)⊗k k(Y ) is a field since k(X) and k(Y )are fields and k is algebraically closed, by Corollary 1 to Theorem 40 on page 198 of [32].Now Zariski and Samuel define the tensor product k(X) ⊗k k(Y ) over a field k by theconditions that k(X)⊗k k(Y ) contains k(X) and k(Y ) as subrings, is generated by k(X)and k(Y ) as a ring and k(X) and k(Y ) are linearly disjoint over k (Definition 3 page 179[32]). Thus we have that the subring of k(X) ⊗k k(Y ) generated by k[X] and k[Y ] is atensor product of k[X] and k[Y ] over k, so that k[X]⊗k k[Y ] is naturally a subring of thefield k(X)⊗k k(Y ).
 Thus X × Y is an affine variety, with prime ideal I(X × Y ) = I(X)R + I(Y )R inR = k[Am × An].
 Products are much more subtle over nonclosed fields, as can be seen by the followingexample. Let k = Q and let A = Q[x]/(x2 + 1), and B = Q[y]/(y2 + 1), which are fields.We have that
 A⊗k B ∼= Q[x, y]/(x2 + 1, y2 + 1) ∼= Q[i][y]/(y2 + 1) = Q[i][y]/(y − i)(y + i)
 is not a domain.
 We now construct a product Pm × Pn. As a set, we can write
 Pm × Pn = (a0 : . . . : am; b0 : . . . : bn) | (a0 : . . . : am) ∈ Pm, (b0 : . . . : bn) ∈ Pn).
 Let S be a polynomial ring in two sets of variables, S = k[x0, . . . , xm, y0, . . . , yn]. Weput a bigrading on S by wt(xi) = (1, 0) for 0 ≤ i ≤ m and wt(yj) = (0, 1) for 0 ≤ j ≤ n.
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We haveS =
 ⊕kl
 Sk,l
 where Sk,l is the k-vector space generated by monomials xi00 · · ·ximm yj00 · · · yjnn where i0 +
 · · ·+ im = k and j0 + · · ·+ jn = l. elements of Sk,l are called bihomogeneous of bidegree(k, l). Suppose F ∈ S is bihomogeneous of bidegree (k, l) and (a0 : . . . : am; b0 : . . . : bn) ∈Pm×Pn. Suppose that (c0 : . . . : cm : d0 : . . . : dn) is equal to (a0 : . . . : am; b0 : . . . : bn), sothat there exist 0 6= α ∈ k and 0 6= β ∈ k such that ci = αai for 0 ≤ i ≤ m and dj = βbjfor 0 ≤ j ≤ n. Then
 F (c0, . . . , cm, d0, . . . , dn) = αkβlF (a0, . . . , am, b0, . . . , bn).
 Thus the vanishing of such a form at a point is well defined. We put a topology on theset Pm × Pn by taking the closed sets to be
 Z(A) = (p, q) ∈ Pm × Pn | F (p, q) = 0 for F ∈ Awhere A is a set of bihomogeneous forms. We can extend this definition to bihomogeneousideals, by considering the vanishing at a set of bihomogeneous generators.
 Given a subset Y of Pm × Pn, the ideal I(Y ) of Y in S is the ideal in S generated bythe set
 U = F ∈ S | F is bihomogeneous and F (p, q) = 0 for all (p, q) ∈ Y .U is a bihomogeneous ideal.
 The irreducible closed subsets W of Pm×Pn are characterized by the property that theirideal I(W ) is a prime ideal which is bihomogeneous, and does not contain either of theideals (x0, . . . , xm) or (y0, . . . , yn). The bihomogeneous coordinate ring of the biprojectivevariety W is S(W ) = S/I(W ), which is a bigraded ring. The function field of W is
 k(W ) = FG| F,G ∈ S(W ) are bihomogeneous of the same bidegree and G 6= 0.
 The regular functionsOW,(p,q) at a point (p, q) ∈W are the quotients FG where F,G ∈ S(W )
 are bihomogeneous of the same bidegree and G(p, q) 6= 0. We construct regular functionson an open subset U of W as
 OW (U) = ∩(p,q)∈UOW,(p,q).
 We now expand our definition of regular maps (Definition 10.2) to include quasi biprojec-tive varieties.
 If X is a projective variety which is a closed subset of Pm, and Y is a projective varietywhich is a closed subset of Pn, then X × Y is a biprojective variety, which is a closedsubset of Pm × Pn. We have that I(X × Y ) = I(X)S + I(Y )S, which is a prime idealin S by the proof of 13.1. X × Y has a covering by affine charts (X × Y ) ∩ D(xiyj) ∼=(X ∩D(xi))× (Y ∩D(yj)) for 0 ≤ i ≤ m and 0 ≤ j ≤ n
 We can represent rational mappings from X×Y to a projective space Pl by equivalenceclasses (F0 : . . . : Fl) where the Fi are bihomogeneous of the same degree. We see that theprojections π1 : X × Y → X and π2 : X × Y → Y are regular mappings.
 Proposition 10.10 is valid for maps between quasi biprojective varieties; even the proofis valid in the larger setting of quasi biprojective varieties. We deduce from this that ifX,Y, Z,W are quasi projective varieties and ϕ : Z → X and ψ : Z → Y are regular mapsthen (ϕ,ψ) : Z → X × Y is a regular map. If α : Z → X and β : W → Y are regularmaps, then α× β : Z ×W → X × Y is a regular map.
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We can define a coordinate ring for a product of an affine variety X and a projectivevariety Y . If x0, . . . , xn are affine coordinates on X and y0, . . . , yn are homogeneouscoordinates on Y , then S(X × Y ) = k[x0, . . . , xn, y0, . . . , yn] ∼= k[X]⊗k S(Y ). The closedsubsets W of X × Y have the form W = Z(F1, . . . , Fm), where F1, . . . , Fm ∈ S(X × Y )are homogeneous with respect to the y variables.
 Using the fact that the affine subsets D(xiyj) ∼= Am × An of Pm × Pn have regularfunctions
 k[D(xiyj)] = k
 [x0
 xi, . . . ,
 xmxi
 ;y0
 yj, . . . ,
 ynyj
 ],
 we see that D(xi) ∼= Am × Pn has the affine cover ∪nj=0D(xiyj). We can associate acoordinate ring
 S(D(xi)) = k
 [x0
 xi, . . . ,
 xmxi, y0, . . . , yn
 ]to D(xi). An element of k
 [x0xi, . . . , xm
 xi
 ]has bidegree (0, 0) and a homogeneous element
 of k [y0, . . . , yn] of degree m has bidegree (0,m). Thus the bidegree makes S(D(xi)) agraded ring. All of the theory that we have worked out above extends to this situation. Inparticular, we have a 1-1 correspondence between subvarieties of Am×Pn and homogeneousprime ideals of S(D(xi)).
 Given an affine variety X, we can realize X as a subvariety of D(xi) ⊂ Pn, and thenwe have X × Pn as a subvariety of Am × Pm. This gives us a graded coordinate ring forX × Pn as
 S(X × Pn) = k[X][y0, . . . , yn].Here, elements of k[X] have degree 0, and the variables yj have degree 1.
 All of the theory we developed above goes through for this coordinate ring, with thisgrading. In particular, we have a 1-1 correspondence between closed subvarieties of X×Pnand homogeneous ideals in S(X × Pn).
 13.1. The Segre Embedding. We define the Segre embedding
 ϕ : Pm × Pn → PN
 where N = (n+ 1)(m+ 1)− 1 by
 ϕ(a0 : . . . : am; b0 : . . . : bn) = (a0b0 : a0b1 : . . . : aibj . . . : ambn).
 ϕ is a regular map, and it can be verified that its image is a closed sub variety of PN andϕ is an isomorphism onto this image. If we take wij , with 0 ≤ i ≤ m and 0 ≤ j ≤ n to bethe natural homogeneous coordinates on PN , then the image of ϕ is the projective varietyW whose ideal I(W ) is generated by wijwkl − wkjwil | 0 ≤ i, k ≤ m and 0 ≤ j, l ≤ n.
 Thus the product X × Y of two projective varieties is actually (isomorphic to) a pro-jective variety, by the Segre embedding.
 13.2. Graphs of regular maps. Suppose that X and Y are quasi projective varietiesand ϕ : X → Y is a regular map. Then we have a regular map ψ : X → X × Y definedby ψ(p) = (p, ϕ(p)) for p ∈ X. Let Γϕ be the image of ψ(X) in X × Y .
 Proposition 13.2. Γϕ is Zariski closed in X × Y .
 Proof. We have an embedding of Y in a projective space Pn, as an open subset of aprojective subvariety. The map ϕ : X → Y thus extends to a regular map ϕ : X → Pnand Γϕ = Γϕ ∩ (X × Y ). Thus it suffices to prove the proposition in the case whenY = Pn. Let i : Pn → Pn be the identity map. Then ϕ × i : X × Pn → Pn × Pn is a
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regular map. Let ∆Pn be the “diagonal” (q, q) | q ∈ Pn. We have that S(Pn × Pn) =k[u0, . . . , un, v0, . . . , vn] where the ui are homogeneous coordinates on the Pn of the firstfactor, and vj are homogeneous coordinates on the Pn of the second factor. We have that∆Pn is a closed subset of Pn × Pn with I∆Pn = Z(uivj − ujvi | 0 ≤ i, j ≤ n). Thus ∆Pn isa closed subset of Pn × Pn. Since the preimage of a closed set by a regular map is closed,we have that Γϕ = (ϕ× i)−1(∆Pn) is closed in X × Pn.
 We can extend this construction to give a useful method of studying rational maps.Suppose that X and Y are quasi projective varieties and ϕ : X → Y is a rational map.Let U be a nontrivial open subset of X in which ϕ is defined. Then the graph Γϕ of ϕ isthe closure of the image of the regular map p → (p, ϕ(p) from U to X × Y . Γϕ does notdepend on the choice of open subset U on which ϕ is defined.
 Proposition 13.3. Suppose that ϕ : X → Y is a rational map of quasi projective varieties.Then Γϕ is a quasi projective variety, and the projection π1 : Γϕ → X is a birational map.
 Proof. It suffices to prove this in the case when ϕ is itself a regular map, as Γϕ is theZariski closure in X × Y of the graph Γϕ|U for any dense open subset U of X.
 Now Γϕ is the image of the regular map (i, ϕ) : X → X × Y . Since X is irreducible,its image Γϕ is irreducible. Γϕ is closed in X × Y by Proposition 13.2. The map (i, ϕ)is an inverse to π1. Since both maps are regular maps, π1 is an isomorphism, and is thusbirational.
 Proposition 13.4. Suppose that ϕ : X → Y is a rational map of quasi projective varieties,and Γϕ is the graph of ϕ, with projection π1 : Γϕ → X. Suppose that p ∈ X. Then ϕ is aregular map at p if and only if the rational map π−1
 1 is a regular map at p.
 Theorem 13.5. Suppose that Z is a closed subset of Pn × Am. Then the image of thesecond projection π2 : Z → Am is Zariski closed.
 Proof. Let u0, . . . , un be homogeneous coordinates on Pn and y1, . . . , ym be affine coor-dinates on Am. Then Z = I(F1, . . . , Fr) for some F1, . . . , Fr ∈ k[u0, . . . , un, y1, . . . , ym]where the Fi are homogeneous in the ui variables. Then by “elimination theory” (Section80, page 8 [29]) there exist g1, . . . , gr ∈ k[y1, . . . , yr] such that for (a1, . . . , am) ∈ Am, thesystem of equations F1(u0, . . . , un, a1, . . . , ar) = 0, . . . , Fr(u0, . . . , un, a1, . . . , ar) = 0 hasnonzero solution in (u0, . . . , un) if and only if g1(a1, . . . , am) = . . . = gr(a1, . . . , am) = 0.Thus π2(Z) = Z(g1, . . . , gr) is a closed subset of Am.
 Theorem 13.5 does not hold for closed subsets of An×Am. A simple example is to takeZ to be Z(xy− 1) ⊂ A2 ∼= A1 ×A1. The projection of Z onto the y-axis is the non closedsubset A1 \ (0) of A1.
 Corollary 13.6. Suppose that X is a projective variety and Y is a quasi projective variety.Then the second projection π2 : X × Y → Y takes closed sets to closed sets.
 Theorem 13.7. Suppose that ϕ : X → Y is a regular map of projective varieties. Thenthe image of ϕ is a closed subset of Y .
 Proof. Apply the corollary to the closed subset Γϕ of X × Y .
 We now give another proof of Theorem 10.7.
 Corollary 13.8. Suppose that X is a projective variety. Then OX(X) = k.35
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Proof. Suppose that f ∈ OX(X). Then f is a regular map f : X → A1. After includingA1 into P1, we obtain a regular map f : X → P1. By the theorem, we have that the imagef(X) is closed in P1. Since f cannot be onto, f(X) must be a finite union of points. SinceX is irreducible, f(X) is irreducible, so f(X) is a single point. Thus f ∈ k
 Corollary 13.9. Suppose that X is a projective variety and ϕ : X → An is a regular map.Then ϕ(X) is a point.
 Proof. Let πi : An → A1 be projection onto the i-th factor. Then πi ϕ : X → A1 is aregular map, so πi ϕ is a constant map by the previous corollary for 1 ≤ i ≤ n. Thusϕ(X) is a point.
 14. The blow up of an ideal
 Suppose that X is an affine variety, and f0, . . . , fr ∈ k[X]. We can define a rationalmap Λf0,...,fr : X → Pr by Λf0,...,fr(p) = (f0(p) : . . . : fr(p)).
 Proposition 14.1. Suppose that g0, . . . , gs ∈ k[X] and (f0, . . . , fr) = (g0, . . . , gr) are thesame ideal J in k[X]. Then there is a commutative diagram of regular maps
 ΓΛf0,...,fr
 ψ→ ΓΛg0,...,gs
 X
 where the vertical arrows are the projections and ψ is an isomorphism.
 Proof. This will follow from Theorem 14.7. In this theorem it is shown that there aregraded k[X]-algebra isomorphisms
 S(ΓΛf0,...,fr) = S(X × Pr)/I(ΓΛf0,...,fr
 ) ∼=⊕i≥0
 J i
 andS(ΓΛg0,...,gs
 ) = S(X × Ps)/I(ΓΛg0,...,gs) ∼=
 ⊕i≥0
 J i,
 which thus induce a graded k[X]-algebra isomorphism
 α : S(ΓΛg0,...,gs)→ S(ΓΛf0,...,fr
 ).
 Write S(ΓΛg0,...,gs) = k[X][y0, . . . , ys] where yi are the restriction to ΓΛg0,...,gs
 of the homo-geneous coordinates on Pr. Then define
 α : ΓΛf0,...,fr→ X × Ps
 byα(p; a1 : . . . : ar) = (p;α(y0)(p; a1 : . . . : ar) : . . . : α(ys)(p; a1 : . . . : ar))
 for p ∈ ΓΛf0,...,fr. α induces the isomorphism α of coordinate rings, so α is an isomorphism
 onto ΓΛg0,...,gs
 Definition 14.2. Suppose that X is an affine variety and I ⊂ k[X] is an ideal. Supposethat I = (f0, . . . , fr). Let Λ : X → Pn be the rational map induced by the regular mapΛ : X \Z(I)→ (X \Z(I))× Pn defined by Λ(p) = (p; f0(p) : . . . : fr(p)) for p ∈ X \Z(I).The blow up of I is B(I) = ΓΛ, with projection π1 : B(I)→ X.
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Suppose that X ⊂ Pn is a projective variety, with coordinate ring S(X) = k[x0, . . . , xn].Suppose that I is a homogeneous ideal in S(W ). Each open set D(xi) is affine with regularfunctions k[D(xi)] = k
 [x0xi, . . . , xn
 xi
 ]. In k[D(xi)] we have an ideal
 I(D(xi)) = f(x0
 xi, . . . ,
 xnxi
 ) | f ∈ I.
 This definition is such that for p ∈ D(xi) ∩D(xj), we have equality of ideals
 I(D(xi))OX,p = I(D(xj))OX,p.
 We write Ip for this ideal in OX,p. To every open subset U of X we can thus define anideal
 I(U) = ∩p∈U Ip ⊂ ∩p∈UOp = OX(U).
 The method of the proof of Theorem 10.4 shows that we do have
 ∩p∈D(xi)Ip = f(x0
 xi, . . . ,
 xnxi
 ) | f ∈ I,
 which we initially defined to be I(D(xi)), so our definition is consistent. If Z(I) 6= ∅, wehave that 0 = I(X) ⊂ OX(X) = k.
 Lemma 14.3. Suppose that I ⊂ S(X) is a homogeneous ideal. Then there exists somed ≥ 1 such that the ideal J which is generated by the elements Id (the elements of I whichare homogeneous of degree d) satisfies I = J .
 Proof. Let F0, . . . , Fr be a homogeneous set of generators of I. Let d0, . . . , dr be theirrespective degrees. Suppose that d ≥ maxdi, and J be the ideal generated by Id. Wewill show that J = I. It suffices to show that J(D(xj)) = I(D(xj)) for all j. This followssince xd−di
 j Fi ∈ J for all i, so that
 Fi(x0
 xj, . . . ,
 xnxj
 ) ∈ J(D(xj)).
 Definition 14.4. Suppose that X is a projective variety and I ⊂ S(X) = k[x0, . . . , xn] is ahomogeneous ideal, which is generated in a single degree d. Suppose that I = (F0, . . . , Fr),where F0, . . . , Fr are homogeneous generators of degree d. Let Λ : X → Pn be the rationalmap induced by the regular map Λ : X \ Z(I) → (X \ Z(I)) × Pn defined by Λ(p) =(p;F0(p) : . . . : Fr(p)) for p ∈ X \ Z(I). The blow up of I is B(I) = ΓΛ, with projectionπ1 : B(I)→ X.
 Proposition 14.1 is also true for projective varieties X and homogeneous ideals I, whichare generated in a single degree, so that B(I) is independent of choice of generators of I(of the same degree d). We see that the restriction of π1 to π−1
 1 (D(xi)) → D(xi) is theblow up of the ideal I(D(xi) in k[D(xi)] for 0 ≤ i ≤ m. More generally, for any affineopen subset U of X, the restriction of π1 to π−1
 1 (U)→ U is the blow up of the ideal I(U)in k[U ].
 Theorem 14.5. Suppose that X ⊂ Pm and Y ⊂ Pn are projective varieties, and ϕ : Y →X is a birational regular map. Then ϕ is the blow up of a homogeneous ideal in S(X)(which is generated in a single degree).
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Proof. Let ψ : X → Y be the inverse rational map to ϕ. By Theorem 7.7, there exist opensubsets V of Y and U of X such that ϕ : V → U is an isomorphism. Define a regular mapγ : Y → X × Y by γ(q) = (ϕ(q), q) for q ∈ Y . γ is an isomorphism onto its image. Wehave that π1(γ(q)) = ϕ(q) for q ∈ V .
 For q ∈ V , γ(q) = (p, ψ(p)) where p = ϕ(q). Since ϕ : V → U is an isomorphism,γ : V → Γψ|U is an isomorphism. Thus γ(Y ) ⊂ Γψ since Y is the closure of V and Γψ isclosed. γ(Y ) is closed in X × Y by Theorem 13.7, and contains Γψ|U . Let Γψ|U be theclosure of Γψ|U in X × Y .
 Γψ = Γψ|U ⊂ γ(Y ) ⊂ Γψ,
 so that Γψ = γ(Y ). We thus have a commutative diagram
 Yγ→ Γψ ϕ ↓ π
 X,
 where γ is an isomorphism.Choose forms F0, . . . , Fr ∈ S(X) of a common degree, so that (F0 : . . . : Fr) is a
 representative of the rational map ψ. Then π : Γψ → X is the blowup of the idealI = (F0, . . . , Fr).
 Suppose that Λ : X → Y is a rational map of projective varieties, with Y ⊂ Pn. Supposethat (F0 : . . . : Fn) represents the rational map Λ; that is, F0, . . . , Fn ∈ S(X) have thesame degree, U = X \ Z(F0, . . . , Fn) 6= ∅, and ϕ|U = (F0 : . . . : Fn).
 ΓΛ is the closure of ΓΛ|V in X × Y for any dense open subset V of X on which Λ isdefined (ΓΛ|V is the image of V in V × Y of the map p 7→ (p,Λ(p))). We thus have that
 ΓΛ = Γ(F0:...:Fn) = B(I)
 where I is the ideal I = (F0, . . . , Fn) ⊂ S(X). We obtain the statement that if (F0 : . . . :Fn) and (G0 : . . . : Gn) are two representations of Λ, so that F0, . . . , Fn are homogeneousof a common degree, G0, . . . , Gn are homogeneous of a common degree, and
 FiGj − FjGi = 0 for 0 ≤ i, j ≤ n,
 then B(I) is isomorphic to B(J), where I = (F0, . . . , Fn) and J = (G0, . . . , Gn). Ingeneral, Z(I) 6= Z(J) for two such representations, and I 6= J .
 The reason this works out is that two very different ideals can have the same blow up.For instance, if X is affine, I ⊂ k[X] is an ideal and 0 6= f ∈ k[X], then B(I) is isomorphicto B(fI). In particular, X is isomorphic to B(fk[X]) for any f ∈ k[X].
 As an example, consider the projective variety A = Z(xy − zw) ⊂ P3 Let S(W ) =k[x, y, z, w]/(xy− zw) = k[x, y, z, w]. Consider the regular map ϕ : A→ P1 which has therepresentations
 ϕ = (x : z) = (w : y).
 Let I = (x, z) and J = (w, y). Since ϕ is regular, we have that B(I) and B(J) areisomorphic to A. We can verify this directly by computing the blow ups directly on theaffine cover D(x), D(y), D(z), D(w) of A. For instance on D(x), we have
 k[A ∩D(x)] = k[y
 x,z
 x,w
 x] = k[
 y
 x,z
 x,w
 x]/(y
 x− z
 x
 w
 x).
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We haveI(D(x)) = (1,
 z
 x) = k[A ∩D(x)]
 andJ(D(x)) = (
 w
 x,y
 x) = (
 w
 x,z
 x
 w
 x) = (
 w
 x),
 and we see that both ideals are principal ideals.
 Lemma 14.6. Suppose that R is a Noetherian ring and P ⊂ R is a prime ideal. Supposethat J,A are ideals in R such that P 6⊂ J , A ⊂ P and the localizations AQ = PQ for Q aprime ideal in R such that J 6⊂ Q. Then
 P = A : J∞ := f ∈ R | fJn ⊂ P for some n ≥ 0.
 Proof. Suppose that Q is a prime ideal of R. We have that the R-modules (P/A)Q andPQ/AQ are isomorphic (by Corollary 3.4 iii) [4]), so that (P/A)Q = 0 if J 6⊂ Q. Since P/Ais a finitely generated R-module (as R is noetherian) some power of Jn of J annihilatesP/A (by Exercise 19 v) page 46 of [4] or Corollary 2, page 106 [6]). Thus JnP ⊂ A, soP ⊂ A : J∞.
 Now suppose that f ∈ R is such that fJn ⊂ P for some n ≥ 0. Since P is a primeideal, and there exists an element of Jn which is not in P , we have that f ∈ P . ThusA : J∞ ⊂ P .
 Theorem 14.7. Suppose that X is an affine variety, and J ⊂ k[X] is an ideal. Letπ : B(J)→ X be the blow up of J . Then the coordinate ring of B(J) is
 S(B(J)) ∼=⊕i≥0
 J i
 as a graded k[X]-algebra. Suppose that J = (f0, . . . , fn), so that B(J) ⊂ X × Pn. LetR = k[X] and y0, . . . , yn be homogeneous coordinates on Pn. Then
 OB(J)(D(yi)) = R[f0
 fi, . . . ,
 fnfi
 ]
 for 0 ≤ i ≤ n. Let A = (yifj−yjfi | 0 ≤ i, j ≤ n), an ideal in S(X×Pn) = k[X][y0, . . . , yn].The ideal of B(J) in S(X × Pn) is
 IX×Pn(B(J)) = A :S(X×Pn) J∞ = f ∈ S(X × Pn) | fJn ∈ A for some n ≥ 0.
 Proof. B(J) is defined to be the closure of ϕ(X \ZX(f0, . . . , fn)) in X×Pn, where ϕ(p) =(p; f0(p) : . . . : fn(p)). The coordinate ring of X×Pn is R[y0, . . . , yn]. Let A = (yifj−yjfi |0 ≤ i, j ≤ n), an ideal in R[y0, . . . , yn] which is contained in I(Γϕ).
 Since fi becomes a unit in R, we have that Γϕ|D(xi) ⊂ D(fi) × Pn is isomorphic to X.Further, we calculate (using the fact that fi is a unit in Rfi
 ) that
 ID(fi)×Pn(Γϕ|D(xi)) = Afi
 inS(D(fi)× Pn) = Rfi
 [y0, . . . , yn] = S(X × Pn)fi.
 Thus if Q is a prime ideal in S(X × Pn) such that fi 6∈ Q, we have that AQ = I(Γϕ)Q.Since this is true for 0 ≤ i ≤ n, we have that AQ = I(ΓΓϕ)Q for Q a prime ideal inR[y0, . . . , yn] such that (f1, . . . , fn) 6⊂ Q. By Lemma 14.6, we have that
 A : J∞ = I(Γϕ).39
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Let t be an indeterminate and let P be the kernel of the graded k-algebra homomorphism
 R[y0, . . . , yn]→ R[tf0, . . . , tfn] ⊂ R[t]
 defined by mapping yj 7→ tfj . P is a prime ideal since R[t] is a domain. We have thatA ⊂ P and for a prime ideal Q in R[y0, . . . , yn], we have that AQ = PQ if J 6⊂ Q (thisfollows since after localizing at such a Q, some fi becomes invertible). Thus by Lemma14.6, P = A : J∞ = I(Γϕ), and the coordinate ring of B(J) is
 R[y0, . . . , yn]/P ∼= R[tf0, . . . , tfn] ∼=∞⊕i=0
 J i.
 We have
 OB(J)(B(J) ∩D(yj)) ∼= R[tf0
 tfi, . . . ,
 tfntfi
 ] = R[f0
 fi, . . . ,
 fnfi
 ] ⊂ k(X).
 Proposition 14.8. Suppose that X is an affine variety and J ⊂ k[X] is an ideal. Let Wbe a closed subvariety of X, and let J = Jk[W ]. Then the strict transform of W in B(J)is isomorphic to B(J).
 Proof. Let f0, . . . , fn be a set of generators of J . Let f i be the residues of fi in k[W ]. Letϕ : X → X × Pn be the rational map ϕ = i× (f0 : . . . : fn) and ϕ : W → W × Pn be therational map ϕ = i× (f0 : . . . : fn). We have a commutative diagram, where the verticalmaps are the natural inclusions:
 X \ Z(J)ϕ→ X × Pn
 ↑ ↑W \ Z(J)
 ϕ→ W × Pn
 Now B(J) is the closure of ϕ(X \ Z(J)) in X × Pn, B(J) is the closure of ϕ(W \ Z(J))in W × Pn, and the strict transform of W in B(J) is the closure of ϕ(W \Z(J)) in B(J).The conclusions of the proposition thus follow from the above diagram.
 The blow up of a subvariety Y of a projective variety X is the blow up of a homogeneousideal I, which has a set of generators of a common degree, such that I(U) = IX(Y )(U)for all affine open sets U ⊂ X. We find such an ideal by applying Lemma 14.3 to IX(Y ).
 Suppose that f : X → Y is a birational regular map of quasi projective varieties. LetU be the largest open subset of Y on which the inverse of f is defined, and is a regularmap. Suppose that Z is a subvariety of Y . The strict transform of Z by f is the closureof f−1(Z ∩ U) in X.
 Let p be the origin in X = A2. Let m = (x1, x2) be the ideal of p in k[A2] = k[x1, x2].Let π : B → X be the blow up of p. The coordinate ring of B (as a subvariety of X × P1)is S(B) = k[A2][tx1, tx2]. If y0, y1 are homogeneous coordinates on P1, we have thatX ×D(y0), X ×D(y1) is an affine cover of X × P1. Thus
 B1 = (X ×D(y0)) ∩B,B2 = (X ×D(y1)) ∩B
 is an affine cover of B.
 k[B1] = k[A2][tx2
 tx1] = k[x1, x2,
 x2
 x1] = k[x1,
 x2
 x1]
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since x2 = x1x2x1
 . x2 and x2x1
 are algebraically independent over k, since x1, x2 are. Thusk[B1] is a polynomial ring in these two variables, so that B1 is isomorphic to A2. Similarly,we have that
 k[B2] = k[x2,x1
 x2]
 since x1 = x2x1x2
 and B2 is isomorphic to A2.Let π1 = π|B1 and π2 = π|B2. We have that π1(a1, a2) = (a1, a1a2) for (a1, a2) ∈ A2
 and and π2(b1, b2) = (b1b2, b1) for (b1, b2) ∈ A2. Let E = π−1(p). E = Z(x1, x2), so E∩B1
 has the equation x1 = 0 and E ∩B2 has the equation x2 = 0.E = π−1(p) is the algebraic set ZB(x1, x2) ⊂ B ⊂ X × P1. We compute
 S(B)/(x1, x2)S(B) = (k[A2][tx1, tx2])/(x1, x2)∼= ([k[A2]/(x1, x2))[tx1, tx2]= k[tx1, tx2].
 Since tx1 and tx2 are algebraically independent over k, this ring is isomorphic to a gradedpolynomial ring in two variables, which is the coordinate ring of P1. Since E ⊂ p × P1,we have that E = p × P1, with I(E) = (x1, x2).
 Suppose that C ⊂ A2 is a curve which contains p. Let f(x1, x2) ∈ k[A2] be an equationof C. Write
 f =∑i+j≥r
 aijxi1xj2
 where aij ∈ k and some aij 6= 0 with i + j = r (r is the order of f). Let C be the stricttransform of C in B. In B1, we have that
 f =∑
 aijxi+j1 (
 x2
 x1)j = xr1f1(x1,
 x2
 x1)
 wheref1 =
 ∑aijx
 i+j−r1 (
 x2
 x1)j
 is an equation of C ∩B1. Similarly,
 f2 =∑
 aij(x1
 x2)ixi+j−r2
 is an equation of C ∩B2 in B2.In this particular example, we have the desirable condition that I(B) = (x1y1−x2y0) =
 A, so I(B) is actually generated by the obvious relations A.
 15. Finite Maps of Quasi Projective Varieties
 15.1. Affine and Finite Maps.
 Definition 15.1. Suppose that X and Y are quasi projective varieties and ϕ : X → Y isa regular map.
 1. ϕ is affine if for every q ∈ Y there exists an affine neighborhood U of q in Y suchthat ϕ−1(U) is an affine open subset of X.
 2. ϕ is finite if for every q ∈ Y there exists an affine neighborhood U of q in Y suchthat ϕ−1(U) is an affine open subset of X and ϕ : ϕ−1(U)→ U is a finite map ofaffine varieties (as defined in Definition 4.10).
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It is not so difficult to verify directly that if X and Y are affine varieties, and ϕ : X → Yis a finite map of quasi projective varieties, then ϕ is a finite map of affine varieties (asdefined in Definition 4.10). Certainly this follows from the much more general statementof Theorem 15.5 below.
 Lemma 15.2. Suppose that X is an affine variety. Then X is quasi compact (every opensubcover has a finite subcover).
 Lemma 15.3. Suppose that A is a domain and f1, . . . , fn ∈ A are such that the ideal(f1, . . . , fn) = A. Suppose that N is a positive integer. Then (fN1 , . . . , f
 Nn ) = A.
 Lemma 15.4. Suppose that A is a domain which is a subring of a domain B, and thereexist f1, . . . , fn ∈ A such that
 1. The ideal (f1, . . . , fn) = A and2. The localization Bfi
 is a finitely generated Afi-algebra for all i.
 Then B is a finitely generated A-algebra.Further suppose that Bfi
 is a finitely generated Afi-module for all i. Then B is a finitely
 generated A-module.
 Proof. By assumption, there exist ri ∈ Z+ for 1 ≤ i ≤ n and zi1, . . . , ziri ∈ Bfifor
 1 ≤ i ≤ n such thatBfi
 = Afi[zi1, . . . , ziri ].
 After possibly multiplying the zij by a positive power of fi, we may assume that zij ∈ Bfor all i, j. Let
 C = A[zij].C is a finitely generated A-algebra which is a subring of B. We will show that B = C.
 Suppose that b ∈ B. Then b ∈ Bfiimplies there are polynomials gi ∈ Afi
 [x1, . . . , xri ]such that b = gi(zi1, . . . , zi,ri) for 1 ≤ i ≤ n. Since the polynomials gi have only a finitenumber of nonzero coefficients, which are in Afi
 , there exists a positive integer N suchthat fNi gi ∈ A[x1, . . . , xri ] for 1 ≤ i ≤ n. Thus
 fNi b = fNi (zi1, . . . , ziri) ∈ A[zi1, . . . , ziri ] ⊂ C
 for all i. By Lemma 15.3, there exist ci ∈ A such that∑cif
 Ni = 1. Thus
 b = (∑
 cifNi )b =
 ∑cif
 Ni b ∈ C.
 The proof that C is finite over A if the Bfiare finite over Afi
 is a variation of the aboveargument.
 Theorem 15.5. Suppose that ϕ : X → Y is a regular map of quasi projective varieties.1. Suppose that ϕ is affine. Suppose that U is an affine open subset of Y . ThenV = ϕ−1(U) is an affine open subset of X.
 2. Suppose that ϕ is finite. Suppose that U is an affine open subset of Y . ThenV = ϕ−1(U) is an affine open subset of X, and the restriction of ϕ to a regularmap from V to U is a finite map of affine varieties.
 Proof. Let A = k[U ] = OY (U). Suppose that q ∈ U and let V be an affine neighborhood ofq in Y such that ϕ−1(V ) is affine. Then there exist f ∈ k[Y ] ⊂ A such that q ∈ D(f) ⊂ U∩V since open sets of this form are a basis for the topology on Y . We have that ϕ−1(D(f)) =D(ϕ∗(f)) ⊂ ϕ−1(V ) is affine by Proposition 6.6. Since U is affine, it is quasi compact (by
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Lemma 15.2) so there exist f1, . . . , fn ∈ A such that ∪ni=1D(fi) = A and ϕ−1(D(fi)) isaffine for all i. Thus ZU (f1, . . . , fn) = ∅, so
 √(f1, . . . , fn) = I(ZU (f1, . . . , fn)) = A. Thus
 (22) (f1, . . . , fn) = A.
 Let Vi = ϕ−1(D(fi)) for 1 ≤ i ≤ n. The Vi are an affine cover of V . Let B = OY (V ). ϕgives us a k-algebra homomorphism ϕ∗ : A → B ⊂ k(X). Let Bi = OY (Vi) = k[Vi] for1 ≤ i ≤ n. The restriction of ϕ to Vi gives 1-1 k-algebra homomorphisms ϕ∗ : k[D(fi)] =Afi→ Bi = k[Vi] ⊂ k(X), realizing Bi as finitely generated Afi
 -algebras (Bi are finitelygenerated k-algebras since the Vi are affine). Now Vi ∩ Vj is precisely the open subsetD(ϕ∗(fj)) of Vi, so for all i, j, Vi ∩ Vj is affine with regular functions
 k[Vi ∩ Vj ] = (Bi)ϕ∗(fj) = (Bj)ϕ∗(fi) ⊂ k(X)
 by Propositions 6.3 and 6.6.Since ϕ∗(fj) does not vanish on Vj , ϕ∗(fj) is a unit in Bj , so (Bj)ϕ∗(fj) = Bj , and
 Bj ⊂ (Bj)ϕ∗(fi) = (Bi)ϕ∗(fj)
 for all j. NowB = OY (V ) = ∩ni=1OY (Vi) = ∩ni=1Bi.
 We computeBϕ∗(fj) = (∩ni=1Bi)ϕ∗(fj) = ∩ni=1(Bi)ϕ∗(fj) = Bj .
 By Lemma 15.4, B is a finitely generated A-algebra, and since A is a finitely generated k-algebra, B is a finitely generated k-algebra. Thus there exists an affine variety Z such thatk[Z] = B. Let t1, . . . , rm ∈ B generate B as a k-algebra (the ti are coordinate functionson Z). Since B = OX(V ), α = (t1, . . . , tm) induces a regular map α : Z → V . Nowαi = α | Vi induce isomorphisms αi : Vi → DZ(ϕ∗(fi)) of affine varieties for all i, sinceα∗i induces an isomorphism of regular functions. We may thus define isomorphic regularmaps ψi : DZ(ϕ∗(fi)) → Vi by requiring that (ψi)∗ = (α∗i )
 −1. The ψi patch to give acontinuous map ψ : V → Z which is a regular map by Proposition 10.10. Since ψ is aninverse to α, we have that V ∼= Z is an affine variety.
 It is now not difficult to verify that V → U is a finite map of affine varieties, if X → Yis a finite map of quasi projective varieties.
 15.2. Finite Mappings.
 Theorem 15.6. Suppose that X and Y are quasi projective varieties and ϕ : X → Y isa finite regular map. Then ϕ is a closed map and ϕ is surjective.
 Proof. it suffices to prove this statement for the members of an affine cover Vi of Y , andthe maps ϕ : Ui → Vi where Ui = ϕ−1(Vi). We either choose the Vi so that ϕ−1(Ui) areaffine with ϕ : Ui → Vi affine, or we pick an arbitrary affine cover Vi and apply Theorem15.5 to get this statement. We obtain that ϕ : Ui → Vi is a closed mapping by Corollary4.13.
 Theorem 15.7. Suppose that X and Y are quasi projective varieties and ϕ : X → Y isa dominant regular map. Then ϕ(X) contains an open set of Y .
 Proof. It suffices to prove this for the map between an affine open subset V of Y and therestriction of ϕ to an affine open subset U contained in the preimage of U . Thus we mayassume that X and Y are affine. Let r be the transcendence degree of k(X) over k(Y ).
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Let u1, . . . , ur ∈ k[X] be such that u1, . . . , ur is a transcendence basis of k(X) over k(Y ).Then
 k[Y ] ⊂ k[Y ][u1, . . . , ur] = k[Y × Ar] ⊂ k[X].
 Thus ϕ factors as the composition ϕ = g h where h : X → Y × Ar and g : Y × Ar → Yis the projection onto the second factor.
 Every element v ∈ k[X] is algebraic over k(Y ×Ar). Hence there exists for it an elementa ∈ k[Y ×Ar] such that av is integral over k[Y ×Ar]. Let v1, . . . , vm be coordinate functionson X (so that k[X] = k[v1, . . . , vm]). For each vi choose ai ∈ k[Y × Ar] such that aivi isintegral over k[Y ×Ar]. Let F = a1 · · · am. Then k[X]h∗(F ) is integral over k[Y ×Ar]F , sothat h : D(h∗(F ))→ D(F ) is finite. Thus D(F ) ⊂ h(X) by Theorem 15.6. It remains toshow that g(D(F )) contains a set that is open in Y .
 We have an expression
 F =∑
 fi1,...,irui11 . . . u
 irr ∈ k[Y × Ar] = k[Y ][u1, . . . , ur]
 with fi1,...,ir ∈ k[Y ]. If p ∈ Y and some fi1,...,ir(p) 6= 0, then there exists a point q ∈ Ar suchthat F (p, q) 6= 0 (by the Nullstellensatz). Thus ∪D(fi1,...,ir) = Y \Z(fi1,...,ir) ⊂ g(D(F )).
 Theorem 15.8. Suppose that X is projective variety which is a closed subset of a projectivespace Pn, and X ⊂ Pn \E where E is d dimensional linear subspace. Then the projectionπ : X → Pn−d−1 from E determines a finite map X → π(X).
 Proof. Let y0, . . . , yn−d−1 be homogeneous coordinates on Pn−d−1 and let L0, . . . , Ln−d−1
 be a basis of the vector space of linear forms vanishing E. Define π by the formulaπ = (L0 : . . . : Ln−d−1). π is a regular map on X since E ∩ X = ∅, so the formsL0, . . . , Ln−d−1 do not vanish simultaneously on X.
 Let Ui = π−1(D(yi)) ∩X = D(Li) ∩X. Ui is thus an affine open subset of X. We willshow that for all i such that Ui 6= ∅, Ui → π(X) ∩D(yi) is a finite map. π(X) is a closedsubset of Pn−d−1 by Theorem 13.7. Hence π(X) is a projective variety and π(X) ∩D(yi)is an affine open subset of π(X).
 Every function g ∈ k[Ui] is the restriction of a form GLm
 iwhere m is the degree of
 the homogeneous form G ∈ S(Pn) by formula (14). Let z0, . . . , zn−d be homogeneouscoordinates on Pn−d, and define a rational map π1 = (Lm0 . . . : Lmn−d−1 : G) from Pn toPn−d. π1 induces a regular map of X and its image π1(X) is closed in Pn−d by Theorem13.7. Let F1, . . . , Fs be a set of generators of I(π1(X)) ⊂ S(Pn−d). As X ∩ E = ∅, theforms L0, . . . , Ln−d−1 do not vanish simultaneously on X. Thus the point (0 : . . . : 0 : 1)is not contained in π1(X), so that
 ZPn−d(z0, . . . , zn−d−1, F1, . . . , Fs) = ∅.
 By Proposition 9.5, we have that Tl ⊂ (z0, . . . , zn−d−1, F1, . . . , Fs) for some l > 0, whereTl is the vector space of forms of homogeneous forms of degree l on Pn−d. In particular,we have an expression
 zln−d =n−d−1∑j=0
 zjHh +s∑j=1
 FjPj
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where Hj , Pj ∈ S(Pn−d) are polynomials. Denoting by H(q) the homogeneous componentof H of degree q, Let
 Φ(z0, . . . , zn−d) = zln−d −n−d−1∑j=0
 zjH(l−1)j .
 we have that Φ ∈ I(π1(X)). The homogeneous polynomial Φ has degree l, and as apolynomial in zn−d it has the leading coefficient 1, so that it has an expression
 Φ = zln−d −∑
 Al−j(z0, . . . , zn−d−1)zjn−d.
 Substitution of the defining formulas π∗1(zi) = Lmi for 0 ≤ i ≤ n− d− 1 and π∗1(zn−d) = Ginduces a k-algebra homomorphism π∗1 : S(Pn−d)→ S(Pn). Since the Fi vanish on π1(X),we have that π∗1(Fi) ∈ I(X). We thus have that
 π∗1(Φ) = Φ(Lm0 , . . . , Lmn−d−1, G) ∈ I(X)
 is a homogeneous form of degree lm in S(Pn). Dividing this form by Lmli , we obtain arelation(
 G
 Lmi
 )l+
 l−1∑j=0
 Al−j(xm0 , . . . , 1, . . . , xmn−d−1)
 (G
 Lmi
 )j∈ I(X ∩D(Li)) ⊂ k[D(Li)],
 where xr = yr
 yiare coordinates on D(yi) ∼= An−d−1.
 Since k[π(X)∩D(yi)] = k[D(yi)]/I(π(X)∩D(yi)) = k[y0yi, . . . ,
 yn−d−1
 yi]/I(π(X)∩D(yi))
 and k[X ∩D(Li)] = k[D(Li)]/I(X ∩D(Li)), and g is the residue of GLm
 iin k[X ∩D(Li)],
 we obtain the desired dependence relation.
 Remark 15.9. Looking back at the proof, we see that we have also proved the followingtheorem. Writing the coordinate ring of X as
 S(X) = S(Pn)/I(X)
 and the coordinate ring of π(X) as
 S(π(X)) = k[y0, . . . , ym] = S(Pm)/I(π(X)),
 where m = n− d− 1, we showed that the 1-1 graded k-algebra homomorphism
 ϕ∗ : S(π(X))→ S(X)
 defined by ϕ∗(yi) = Li for 0 ≤ i ≤ m makes S(X) an integral extension of S(π(X)).
 By applying this theorem to a Veronese embedding of X, or modifying the proof usingformula (21) instead of (14), we obtain the following generalization.
 Theorem 15.10. Let F0, . . . , Fs be linearly independent forms of degree m on a Pn thatdo not vanish simultaneously on a closed subvariety X ⊂ Pn. Then ϕ = (F0 : . . . : Fs)determines a finite mapping X → ϕ(X).
 Corollary 15.11. Suppose that X is a projective variety. Then there exists a finite mapϕ : X → Pm onto a projective space.
 Proof. X is a closed subset of a projective space Pn. If X 6= Pn, choose a point p ∈ Pn \Xand let π : X → Pn−1 be the projection from p. X → π(X) is a finite map and π(X) is aprojective variety which is a closed subset of Pn−1. We continue until the image of X isthe whole ambient projective space. A composition of finite maps is finite so the resultingmap is finite.
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Corollary 15.12. (Projective Nullstellensatz) Suppose that R is the coordinate ring ofa projective variety. Then there exist linear forms L0, . . . , Lm in R such that the gradedk-algebra homomorphism
 ϕ∗ : k[x0, . . . , xm]→ R
 is an integral extension, where k[x0, . . . , xm] is a polynomial ring and ϕ∗(xi) = Li for0 ≤ i ≤ m.
 Proof. This statement follows from Corollary 15.11 and Remark 15.9.
 15.3. Construction of the Normalization. Suppose that R is an integrally closed ringand S is a multiplicative set. Then the localization S−1R is integrally closed.
 Definition 15.13. Suppose that X is a quasi projective variety, and p ∈ X. p is a normalpoint of X if OX,p is integrally closed. X is normal if all points of X are normal pointsof X.
 Proposition 15.14. Suppose that X is a normal quasi projective variety. Then OX(X)is integrally closed.
 Proof. Suppose that f ∈ k(X) is integral over OX(X). Then for all p ∈ X, f is integralover OX,p, so that f ∈ OX,p. Thus
 f ∈ ∩p∈XOX,p = OX(X).
 Theorem 15.15. Suppose X is quasi projective variety and Λ : k(X)→ L is a k-algebrahomomorphisms of fields, such that L is a finite extension of k(X). Then there is a uniquenormal quasi projective variety Y with function field k(Y ) = L, and a finite regular mapπ : Y → X such that π∗ : k(X)→ k(Y ) is the homomorphism Λ.
 If X is affine then Y is affine. If X is projective then Y is projective.
 We first prove uniqueness. Suppose that π : Y → X and π′ : Y ′ → X each satisfy theconclusions of the Theorem. Suppose that p ∈ X and that U is an affine neighborhood ofp in X. Then V = π−1(U) is an affine open subset of Y since π is finite. k[V ] is integrallyclosed in L and is finite over k[U ]. Thus k[V ] is the integral closure of k[U ] in L. We thushave that k[V ′] = k[V ] where V ′ = (π′)−1(U), so that the identity map is an isomorphismof the affine varieties V and V ′. Since this holds for an affine cover of X, we have thatY = Y ′.
 We now prove existence for an affine variety X. Let R be the integral closure of k[X]in L. Then R is a finitely generated k-algebra (by Theorem 4.7) which is a domain, sothat R = k[Y ] for some affine variety Y . The inclusion Λ : k[X] → k[Y ] induces a finiteregular map Y → X.
 We now prove existence for a projective variety X, from which existence for a quasiprojective variety follows. We begin with some preliminaries on graded rings.
 Suppose that A =⊕∞
 i=0Ai is a graded ring, which is a finitely generated A0 = k algebra.Then we can write A = k[x1, . . . , xn] where xi ∈ Adi
 for some di; that is xi has degree di.We can put a grading on the polynomial ring U = k[x1, . . . , xn] be letting the degree of xibe di. Let Ud be the k-subspace of U spanned by the monomials xa1
 1 . . . xann of degree d;
 that is a1d1 + · · ·+ andn = d. Then U is a graded ring with U =⊕∞
 i=0 Ui. The k-algebrahomomorphism ϕ : U → A defined by ϕ(f(x1, . . . , xn)) = f(x1, . . . , xn) is graded; that isif F ∈ Ud then ϕ(F ) ∈ Ad. The kernel P of ϕ is a weighted homogeneous prime ideal.
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That is, P is generated by elements which are contained in the Ui. Writing P =⊕∞
 i=0 Pi,we have that U/P ∼=
 ⊕∞i=0 Ui/Pi. We have a graded isomorphism U/P ∼= A.
 For a graded ring A and d ∈ Z+, we define a graded ring A(d) by A(d) =⊕∞
 i=0A(d)i ,
 where A(d)i = Aid.
 Lemma 15.16. Suppose that A =⊕∞
 i=0Ai is a graded ring, which is a finitely generatedA0 = k algebra. Then there exists d ∈ Z+ such that A(d) is a standard graded k-algebra(generated by A(d)
 1 ).
 We introduce the following convenient way of representing the direct sum A ∼=⊕∞
 i=0Aiconcretely.
 Lemma 15.17. Let t be an indeterminate. Then A is isomorphic as a graded ring tothe subring
 ∑∞i=0Ait
 i of the polynomial ring A[t], where A[t] has the grading given bydeg(f) = 0 for f ∈ A and deg(t) = 1.
 Now suppose that X ⊂ Pn is a projective variety, with homogeneous coordinate ring
 R = S(X) = k[x0, . . . , xn]/P = k[x0, . . . , xn].
 Let α ∈ R1 be a nonzero element, and let Σ ⊂ R be the multiplicative system of non zerohomogeneous elements. Then the localization RΣ is graded.
 Lemma 15.18. There is an isomorphism of graded rings RΣ∼= k(X)[α].
 Proof. In our representation R ∼=∑∞
 i=0Riti, we have that a homogeneous element β ∈ RΣ
 of degree d has an expression β = ati
 tmf where a ∈ Ri and f ∈ Rm and i −m = d. Thusthe elements of RΣ of degree 0 are exactly the elements of k(X). If β has degree d > 0,then we have
 β = (αt)dait
 i
 tm+dFαd.
 where aiti
 tm+dFαd has degree 0. Thus ai
 Fαd ∈ k(X), and we have that (RΣ)d ∼= k(X)(αt)d. Inparticular RΣ = k(X)[α].
 Let S be the integral closure of R ∼= k[R1t] in the ring L[α] ∼= L[αt]. Suppose thatf ∈ L[αt] is integral over R. Then writing f =
 ∑ait
 i where each ai ∈ L[α] has degreei, and remembering that t is an indeterminate, we calculate that each ai is homogeneousover R, and has a dependence relation
 (23) ami + f1am−1i + · · ·+ fm = 0
 where fj ∈ Rji.Thus S is a graded subring of L[α]. Since R is finitely generated over k, and L[α] is a
 finitely generated k-algebra, we have that the integral closure of S in the field L(α) is afinite R module by Theorem 4.7. Thus the submodule S is a finitely generated R-moduleby Lemma 4.8.
 Although S is graded, it may be that S is not generated in degree 1. By Lemma 15.16,there exists d ∈ Z+ such that S(d) is generated in degree 1.
 We have that R(d) = R ∩ k(X)[αd]. We will show that S(d) is the integral closure ofR(d) in L[αd]. If x ∈ L[αd] is integral over R(d), then as an element of L[α], it is integralover R. Thus x ∈ S ∩ L[αd] = S(d). If x ∈ S(d), then x is integral over R and since wehave a homogeneous equation of integral dependence (23), where all of the coefficients liein R(d), it is integral over R(d).
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Choosing a basis of S(d)1 , we have an isomorphism
 S(d) ∼= k[y0, . . . , ym]/P ∗ = k[y0, . . . , ym]
 where P ∗ is a homogeneous prime ideal, and the yi all have degree 1. Let Y ⊂ Pm be theprojective variety Y = Z(P ∗). We have S(Y ) ∼= S(d).
 We will show that Y is normal. S(d) is integrally closed in L[αd]. Since L[αd] isisomorphic to a polynomial ring over a field, it is integrally closed in its quotient field.Hence S(d) is integrally closed in its quotient field. Thus the localization S(d)
 yi is integrallyclosed. By (19),
 OY (D(yi)) = fymi| m ∈ Z+ and f ∈ S(d)
 m ,
 which is the set of elements of S(d)yi
 of degree 0. Thus it is the intersection S(d)yi∩ L taken
 within L[αd], which is integrally closed in L. The localization S(d)yi
 is integrally closed sinceS(d) is. Since the local ring of every point of Y is a localization of one of the normal localrings OY (D(yi)), all of these local rings are integrally closed, so that Y is normal.
 By the Veronese map ϕ : Pn → Pe where e =(n+dn
 ), we have an isomorphism of X
 with a closed subset of Pe, so that the coordinate ring of ϕ(X) satisfies S(ϕ(X)) ∼= R(d).Choosing a basis of R(d)
 1 , we have an isomorphism R(d) ∼= k[z0, . . . , zl]/P ′ = k[z0, . . . , zl]where P ′ is a homogeneous prime ideal, and the zi all have degree 1.
 Our graded inclusion R(d) ⊂ S(d) gives us an expression
 zi =∑j
 aijyi
 with aij ∈ k for all i, j.Let Li =
 ∑j aijyi. We now show that Z(L1, . . . , Ll) ∩ Y = ∅. Suppose that p ∈
 Z(L1, . . . , Ll) ∩ Y . Since S(d) is integral over R(d), for 0 ≤ i ≤ m we have that yi isintegral over R(d), by a homogeneous relation. Thus we have equations
 ynii + bi1(L0, . . . , Ll)y
 ni−1i + · · ·+ bi,ni(L0, . . . , Ll) ∈ P ∗
 where bij are homogeneous polynomials of degree j. Evaluating at p, we obtain thatynii (p) = 0, so that yi(p) = 0 for all i, which is impossible. Thus Z(L1, . . . , Ll) ∩ Y = ∅.
 By Theorem 15.8, the rational map π = (L0 : . . . : Ll) from Y to ϕ(X) ∼= X is a finitemorphism. By our construction, the induced map π∗ : k(X)→ k(Y ) is Λ.
 16. Dimension of quasi projective algebraic sets
 Suppose that X is a quasi projective algebraic set. We define the dimension of X to beits dimension as a topological space (Definition 5.1). The following is proved in the sameway as Proposition 5.5.
 Proposition 16.1. Suppose that X is a quasi projective algebraic set, and V1, . . . , Vn areits irreducible components. Then dimX = maxdimVi.
 Theorem 16.2. Suppose that X is a projective variety. Then1. dimX = trdegkk(X).2. Any maximal chain of distinct irreducible closed subsets of X has length n =
 dimX.3. Suppose that U is a dense open subset of X. Then dimU = dimX.
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Proof. We have X ⊂ Pn. Let x0, . . . , xn be homogeneous coordinates on Pn. Suppose that
 (24) W0 ⊂W1 ⊂ · · · ⊂Wm
 is a chain of distinct irreducible closed subsets of X. There exists an open set D(xi) suchthat W0 ∩D(xi) 6= ∅. Then
 (25) W0 ∩D(xi) ⊂ · · · ⊂Wm ∩D(xi)
 is a chain of distinct closed subsets of the affine variety U = X∩D(xi). Thus m ≤ dimU =trdegkk(X).
 Suppose that
 (26) Y0 ⊂ · · · ⊂ Ymis a chain of maximal length of irreducible closed subsets of U , so that m = trdegkk(X)by Proposition 5.4 and Theorem 5.10. Then the Zariski closures Y i of the the Yi in X aredistinct, so that
 (27) Y0 ⊂ · · · ⊂ Ynis a chain of distinct irreducible closed subsets of X. Thus if (24) is a maximal chain,then so is (25). Thus n ≥ trdegkk(X). We have that the length n of all maximal chainsof distinct closed irreducible subsets of X of n = trdegkk(X).
 Now the proof that all nontrivial opens subsets of X have the same dimension as Xfollows from the proof of Proposition 5.9.
 Theorem 16.3. Suppose that X is a projective variety, with homogeneous coordinate ringS(X). Then dimX + 1 = dim(S(X)).
 Proof. By Lemma 15.17, The localization S(X)Σ∼= k(X)[t] as graded rings, where Σ is the
 multiplicative system of nonzero homogeneous elements of S(X), and t is an indeterminate(with deg(t) = 1 and the elements of k(X) have degree 0). Thus the transcendence degreeof the quotient field of S(X) over k is equal to one plus the transcendence degree of k(X)over k.
 Theorem 16.4. Suppose that W ⊂ Pn is a projective variety of dimension ≥ 1, andF ∈ S(Pn) is a form which is not contained in I(W ). Then W ∩ Z(F ) 6= ∅ and allirreducible components of Z(F ) ∩W have dimension dimW − 1.
 Proof. Suppose thatX is an irreducible component ofW∩Z(F ). Then there exists an opensubset D(xi) of Pn such that X ∩D(xi) 6= ∅. Let d be the degree of F . F
 xdi
 ∈ OPn(D(xi)
 and X ∩ D(xi) is an irreducible component of ZD(xi)(Fxd
 i
 ) ∩ (W ∩ D(xi)). Since Fxd
 i
 does
 not restrict to the zero element on W ∩ D(xi), we have that X ∩ D(xi) has dimensiondimX − 1 by Theorem 5.13.
 Suppose that Z(F ) ∩W = ∅. Then by Theorem 15.10, the ϕ = (F ) induces a finiteregular map from W to P0, which is a point, so that k(P0) = k. Since ϕ is finite, k(W ) isa finite field extension of k(P0), so that k(W ) = k and dimW = trdegkk(W ) = 0. ThusdimW = 0.
 Corollary 16.5. Suppose that W ⊂ Pn is a projective algebraic set, and F1, . . . , Fr ∈S(Pn) are forms (of degree > 0). Then
 dimZ(F1, . . . , Fr) ∩W ≥ dimW − r.If r ≤ dimW then Z(F1, . . . , Fr) ∩W 6= ∅ (The dimension of ∅ is -1).
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Corollary 16.6. Suppose that W is a quasi projective algebraic set, and f1, . . . , fr ∈OW (W ). Suppose that ZW (f1, . . . , fr) 6= ∅. Then
 dimZW (f1, . . . , fr) ≥ dimW − r.
 16.1. The Theorem on Dimension of Fibers.
 Lemma 16.7. Suppose that p1, . . . , ps, q1, . . . , qr ∈ Pn for some s, r and n. Then thereexists a homogeneous form F ∈ S(Pn) such that F (p1) = · · · = F (ps) = 0 and F (qi) 6= 0for 1 ≤ i ≤ r.
 Proposition 16.8. Suppose that X is a quasi projective variety of dimension m ≥ 1 andp ∈ X. Then there exists an affine neighborhood U of p in X and f1, . . . , fm ∈ OX(U)such that ZU (f1, . . . , fm) = p.
 Proof. X is an open subset of a projective variety W ⊂ Pn. Choose a point q1 ∈W \ p.By Lemma 16.7, there exists a form F1 ∈ S(Pn) such that F1(q1) 6= 0 and F1(p) = 0.Let X1 = Z(F1) ∩W . By Theorem 16.4, X1 = X1,1 ∪ · · · ∪X1,r is a union of irreduciblecomponents each of dimension m− 1. At least one of the components necessarily containsp. If m > 1, we continue, choosing points qi ∈ X1,i for 1 ≤ i ≤ r, none of which areequal to p. By Lemma 16.7, there exists a form F2 ∈ S(Pn) such that F2(qi) 6= 0 for1 ≤ i ≤ r, and F2(p) = 0. By Theorem 16.4, for each i, Z(F2)∩X1,i = X2,i,1 ∪ · · · ∪X2,i,si
 is a union of irreducible components each of dimension m − 2. Thus Z(F1, F2) ∩W =∪X2,i,j is a union of irreducible components of dimension m − 2, at least one of whichcontains p. Continuing by induction, we find homogeneous forms F1, . . . , Fm ∈ S(Pn)such that Z(F1, . . . , Fm) ∩W is a zero dimensional algebraic set which contains p. ThusZ(F1, . . . , Fm) ∩ W = a0, a1, . . . , at for some points a0 = p, a1, . . . , at ∈ W . Now byLemma 16.7, there exists a form G ∈ S(Pn) such that G(ai) = 0 for 1 ≤ i ≤ t andG(p) 6= 0. Let L be a linear form on Pn such that L(p) 6= 0. Let di be the degree of Fiand e be the degree of G. Then
 f1 =F1
 Ld1, . . . , fm =
 FmLdm
 , g =G
 Le∈ OPn(D(L)).
 Let V be an affine neighborhood of p in X such that V ⊂ X∩D(L). Then Z(f1, . . . , fm)∩V ⊂ a0, . . . , at. Let U be an affine neighborhood of p in (V \ Z(g)) ∩ X. ThenZU (f1, . . . , fm) = p.
 Theorem 16.9. Let ϕ : X → Y be a dominant regular map between quasi projectivevarieties. Let dimX = n and dimY = m. Then m ≤ n and
 1. dimϕ−1(p) ≥ n−m for any p ∈ ϕ(X).2. There exists a nonempty open subset U ⊂ Y such that dimϕ−1(p) = n − m forp ∈ U .
 Proof. We prove 1. The conclusion of 1 is local in Y , so we can replace Y with an affineopen neighborhood U of p in Y and X with ϕ−1(U). By Proposition 16.8, we may assumethat there exist f1, . . . , fm ∈ k[Y ] so that ZY (f1, . . . , fm) = p. Thus the equationsϕ∗(f1) = · · · = ϕ∗(fm) = 0 define ϕ−1(p) in X. By Corollary 16.6, dimϕ−1(p) ≥ n−m.
 Now we prove 2. We may replace Y with an affine open subset W and X by an affineopen subset V ⊂ ϕ−1(W ). Since V is dense in ϕ−1(W ) and ϕ is dominant, ϕ(V ) isdense in W . Hence ϕ determines an inclusion ϕ∗ : k[W ] → k[V ], hence an inclusionk(W ) = k(Y ) ⊂ k(V ) = k(X). Let S = k[W ]. Consider the subring R of k(V ) generatedby k(W ) and k[V ]. This is a domain which is a finitely generated k(W )-algebra. Further,
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the quotient ring of R is k(V ). Now k(W ) is not algebraically closed, but Noether’snormalization lemma does not need this assumption. By Noether’s normalization lemma(Theorem 4.14) we have that there exist t1, . . . , tr in R such that t1, . . . , tr are algebraicallyindependent over k(W ), and R is integral over the polynomial ring k(W )[t1, . . . , tr]. Wemay assume, after multiplying by an element of k[W ], that t1, . . . , tr ∈ k[V ]. Since thequotient field of R is k(V ), we have that
 r = trdegk(W )k(V ) = trdegkk(V )− trdegkk(W ) = dimX − dimY = n−m.
 Now consider the subring S[t1, . . . , tr] of k[V ]. S[t1, . . . , tr] is a polynomial ring over S, soS[t1, . . . , rr] = k[W × Ar], and we have a factorization of ϕ by
 Vπ→W × Ar ψ→W.
 k[V ] is a finitely generated k-algebra, so it is a finitely generated S[t1, . . . , tr]-algebra, saygenerated by v1, . . . , vl as a S[t1, . . . , tr]-algebra. Since R is integral over k(W )[t1, . . . , tr],there exist polynomials Fi(x) in the indeterminate x,
 Fi(x) = xdi + Pi,1(t1, . . . , tr)xn−1 + · · ·+ Pi,di(t1, . . . , tr)
 where the Pi,j are polynomials with coefficients in k(W ), such that
 Fi(vi) = 0 for 1 ≤ i ≤ l.
 Let g ∈ S = k[W ] be a common denominator of the polynomials Pij . Then Pij ∈(Sg)[t1, . . . , tr] for all i, j. Thus k[V ]g is finite over (Sg)[t1, . . . , tr].
 Let U = D(g) ⊂W . We then have a factorization of ϕ restricted to U as
 ϕ−1(U) π→ U × Ar ψ→ U
 where U is affine with regular functions k[U ] = k[W ]g = Sg and ϕ−1(U) is affine withregular functions k[ϕ−1(U)] = k[V ]g, and π is a finite map. For y ∈ U , we have thatψ−1(y) = y × Ar has dimension r. Suppose that A is an irreducible closed subset ofϕ−1(U) which maps into y × Ar. Then the restriction of ϕ from A to π(A) is finite, sothat the extension k(A) of k(π(A)) is an algebraic extension. Thus dimA = dimπ(A).Since π(A) is a subvariety of y × Ar ∼= Ar, we have that dimA ≤ r = n−m.
 Thus dimϕ−1(y) ≤ n−m. By part 1 of this problem, dimϕ−1(y) = n−m for y ∈ U .
 Corollary 16.10. Suppose that ϕ : X → Y is a dominant regular map between quasiprojective varieties. Then the sets
 Yk = p ∈ Y | dimϕ−1(p) ≥ k
 are closed in Y .
 Proof. Let dimX = n and dimY = m. By Theorem 16.9, Yn−m = Y , and there exists aproper closed subset Y ′ of Y such that Yk ⊂ Y ′ if k > n −m. If Zi are the irreduciblecomponents of Y ′, and ϕi : ϕ−1(Zi)→ Zi the restrictions of ϕ, then dimZi < dimY , andwe can prove the corollary by induction on dimY .
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17. nonsingularity
 17.1. The Tangent Space. Suppose that p = (b1, . . . , bn) ∈ An. Let xi = xi − bi for1 ≤ i ≤ n. Since translation by p is an isomorphism of An, we have that k[An] =k[x1, . . . , xn] = k[x1, . . . , xn] is a polynomial ring. Suppose that f ∈ k[An]. Then f has aunique expansion
 f =∑
 ai1,...,in(x1 − b1)i1 . . . (xn − bn)in
 with ai1,...,in ∈ k. If f(p) = 0, we have that a0,...,0 = 0, and
 f ≡ Lp(f) mod I(p)2,
 where
 (28)Lp(f) = a1,0,...,0(x1 − b1) + · · ·+ a0,...,0,1(xn − bn)
 = ∂f∂x1
 (p)(x1 − b1) + · · ·+ ∂f∂xn
 (p)(xn − bn)
 Definition 17.1. (Extrinsic definition of tangent space) Suppose that X is an affinevariety, which is a closed subvariety of An, and that p ∈ X. The tangent space to X at pis the linear subvariety Tp(X) of An, defined by
 Tp(X) = Z(Lp(f) | f ∈ I(X)).
 If I = (f1, . . . , fr), then I(Tp(X)) = (Lp(f1), . . . , Lp(fr).
 Lemma 17.2. Suppose that R is a ring, m is a maximal ideal of R, and N is an Rmodule, such that maN = 0 for some positive integer a. Then Nm
 ∼= N .
 Proof. Suppose that f ∈ R \ m. We will prove that for any r ∈ Z+, there exists e ∈ Rsuch that fe ≡ 1 mod mr. Taking r = a, we then have that Nm
 ∼= N .R/m ∼= k is a field, and the residue of f in R/m is nonzero. Thus for any h ∈ R, there
 exists g ∈ R such that fg ≡ h mod m. Taking h = 1, we get that there exists e0 ∈ R suchthat fe0 ≡ 1 mod m.
 Suppose that we have found e ∈ R such that fe ≡ 1 mod mr. Let x1, . . . , xn be a setof generators of m. There exists hi ∈ R such that fe− 1 =
 ∑i1+···+in=r hi1,...,inx
 i11 · · ·xinn .
 There exist gi1,...,in ∈ R such that fgi1,...,in ≡ hi1,...,in mod m. Thus∑i1+···+in=r
 fgi1,...,inxi11 · · ·x
 inn ≡
 ∑i1+···+in=r
 hi1,...,inxi11 · · ·x
 inn mod mr+1.
 Set e′ = e+∑gi1,...,inx
 i11 · · ·xinn to get ge′ ≡ 1 mod mr+1.
 Let V be the n-dimensional k-vector space which is spanned by x1, . . . , xn in k[An]. Forf ∈ I(X), we have that Lp(f) ∈ V . Let W be the subspace of V W = Lp(f) | f ∈ I(X).
 Let m be the maximal ideal of the local ring OX,p. By Lemma 17.2,
 m/m2 ∼= I(p)/(I(p)2 + I(X)) ∼= I(p)/(I(p)2 + I(Tp(X))) ∼= V/W.
 We can naturally identify the set of points of An with the dual vector space Homk(V, k),by associating to q ∈ An the linear map L 7→ L(q) for L ∈ V . Now
 Homk(V/W, k) = ϕ ∈ Homk(V, k) | ϕ(W ) = 0= q ∈ An | Lp(f)(q) = 0 for all f ∈ I(X)= Tp(X).
 This gives us the following alternate definition of the tangent space.52
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Definition 17.3. (Intrinsic definition of tangent space) Suppose that X is a quasi pro-jective variety, and that p ∈ X. The tangent space to X at p is the k-vector space Tp(X)defined by
 Tp(X) = Homk(m/m2, k),where m is the maximal ideal of OX,p.
 Suppose that ϕ : X → Y is a regular map of quasi projective varieties and p ∈ X. Letq = ϕ(p). Then ϕ∗ : OY,q → OX,p induces a k-vector space homomorphism mq/m
 2q →
 mp/m2p, and thus a k-vector space homomorphism dϕp : T (X)p → T (Y )q.
 Suppose that ϕ : X → Y is a regular map of affine varieties, Z ⊂ X is a subvariety,W ⊂ Y is a subvariety of Y such that ϕ(Z) ⊂W , and p ∈ Z. Let q = ϕ(p). Let ϕ : Z →Wbe the restricted map. We have prime ideals I(W ) ⊂ I(q) ⊂ k[Y ] and I(Z) ⊂ I(p) ⊂ k[X].ϕ∗ : k[Y ]→ k[X] induces ϕ∗ : k[W ] = k[Y ]/I(W )→ k[X]/I(Z) = k[Z].
 We have a commutative diagram of k-vector spaces
 I(q)/I(q)2 → I(q)/I(q)2
 ↓ ↓I(q)/I(q)2 + I(W ) → I(p)/I(p)2 + I(Z).
 Taking the associated diagram of dual k-vector spaces (applying Homk(∗, k)), we get acommutative diagram
 (29)T (Y )q
 dϕp← T (X)p↑ ↑
 T (W )qdϕp← T (Z)p
 where the vertical arrows are the natural inclusions.
 Example 17.4. Suppose that ϕ : Am → An is a regular map, defined by ϕ = (f1, . . . , fn)for some fi ∈ k[An] = k[y1, . . . , yn]. Suppose that α ∈ Am and β = ϕ(α). Then
 dϕα : T (Am)α → T (An)β
 is just the linear map km → kn given by multiplication by the n×m matrix ( ∂fi
 ∂xj(α)).
 Proof. ϕ∗ : k[y1, . . . , yn] → k[x1, . . . , xm] = k[Am] is defined by ϕ∗(yi) = fi for 1 ≤ i ≤ n.We have expressions for 1 ≤ i ≤ n,
 (30) fi = fi(α) +m∑j=1
 ∂fi∂xj
 (α)(xj − αj) + hi
 where hi ∈ I(α)2. We have that fi(α) = βi. y1 − β1, . . . , yn − βn is a k-basis ofI(β)/I(β)2, and x1 − α1), . . . , xm − αm is a k-basis of I(α)/I(α)2. By (30) and sinceϕ∗(yi−βi) = fi− fi(α), we have that induced map ϕ∗ : I(β)/I(β)2 → I(α)/I(α)2 is givenby
 (31) ϕ∗(yi − βi) =m∑j=1
 ∂fi∂xj
 (α)(xj − αj),
 for 1 ≤ i ≤ n. Let δ1, . . . , δm be the dual basis to (x1 − α1), . . . , (xm − αm), and letε1, . . . , εn be the dual basis to (y1 − β1), . . . , (yn − βn). That is,
 δs(xt − αt) =
 1 if s = t,0 if s 6= t.
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and
 εs(yt − βt) =
 1 if s = t,0 if s 6= t.
 Now we compute the dual map ϕ∗ : Homk(I(α)/I(α)2, k) → Homk(I(β)/I(β)2, k). For1 ≤ s ≤ m, we have commutative diagrams
 I(α)/I(α)2 δs→ kϕ∗ ↑ ϕ∗(δs)I(β)/I(β)2
 For 1 ≤ t ≤ n and 1 ≤ s ≤ m, we have
 δs(ϕ∗(yt − αt)) = δs(m∑j=1
 ∂ft∂xj
 (α)(xj − αj)) =∂ft∂xs
 (α).
 Thus
 ϕ∗(δs) =n∑t=1
 ∂ft∂xs
 (α)εt
 for 1 ≤ s ≤ m.
 17.2. Nonsingularity and the singular locus.
 Theorem 17.5. (Corollary 11.15, page 121 [4]) Suppose that R is a Noetherian local ring,with maximal ideal m. Then dimR/m m/m2 ≥ dimR.
 Corollary 17.6. Suppose that X is a quasi projective variety and p ∈ X. Then dimk Tp(X) ≥dimX.
 Definition 17.7. A Noetherian local ring R is a regular local ring if dimR/m m/m2 =dimR.
 Definition 17.8. A point p of a quasi projective variety X is a nonsingular point of X ifdimk Tp(X) = dimR.
 Proposition 17.9. A point p of a quasi projective variety X is a nonsingular point of Xif and only if OX,p is a regular local ring.
 Proposition 17.10. Suppose that X is an affine variety of dimension r, which is a closedsubvariety of An, and f1, . . . , ft ∈ k[An] = k[x1, . . . , xn] are a set of generators of I(X).Suppose that p ∈ X. Then
 dimk Tp(X) = n− swhere s is the rank of the t× n matrix
 A =(∂fi∂xj
 (p)).
 In particular, s ≤ n− r, and p is a nonsingular point of X if and only if s=n− r.
 Proof. Let s be the rank of A. Going back to our analysis of Tp(X), we have that x1, . . . , xnis a k-basis of V , and W is the subspace of V spanned by Lp(f1), . . . , Lp(ft). Thissubspace has dimension equal to the rank of A by (28). Since Tp(X) and V/W are k-vector spaces of the same dimension, we have that dimk Tp(X) = n− s.
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Corollary 17.11. Suppose that X is a quasi projective variety. Then the set of nonsin-gular points of X is an open subset of X.
 Theorem 17.12. Suppose that X is a quasi projective variety. Then the set of nonsingularpoints of X is a dense open subset of X.
 Proof. By Proposition 7.8, X is birational to a hypersurface Z(f) ⊂ An, where f is irre-ducible in k[x1, . . . , xn]. Since the nonsingular locus is open, any nontrivial open subsetof a variety is dense, and birational varieties have isomorphic open subsets (by Theo-rem 7.7), we need only show that the nonsingular locus of Z(f) is nontrivial. Thuswe may assume that X = Z(f). Suppose that every point of X is singular. ThenZ(f, ∂f∂x1
 , . . . , ∂f∂xn) = Z(f), so ∂f
 ∂xi∈ I(X) = (f) for all i. Since deg( ∂f∂xi
 ) < deg(f) forall i (here the degree of a polynomial is the largest total degree of a monomial appearingin the polynomial), the only way this is possible is if ∂f
 ∂xi= 0 for all i. If characteristic
 k is zero, this implies that f ∈ k, which is impossible. If k has positive characteristic,then f must be a polynomial in xp1, . . . , x
 pn with coefficients in k. Since the p-th roots
 of these coefficients are in k (as k is algebraically closed) we have that f = gp for someg ∈ k[x1, . . . , xn], contradicting the fact that f is irreducible.
 Theorem 17.13. (Theorem 11.22, Lemma 11.23 [4]) A regular local ring is an integraldomain.
 Theorem 17.14. ([5]) Suppose that R is a regular local ring. Then R is a UFD.
 Theorem 17.15. Suppose that R is a regular local ring. Then R is normal.
 Proof. This follows from Serre’s criterion for normality (Theorem 23.8 [19]).
 Theorem 17.16. Suppose that R is a normal local ring of dimension 1. Then R is aregular local ring.
 Proof. This follows from Serre’s criterion for normality (Theorem 23.8 [19]).
 17.3. Regular Parameters. Suppose that R is a regular local ring, with maximal ideal mand residue field k = R/m. Let d = dimR, so that dimk m/m2 = d. Elements u1, . . . , ud ∈m such that the classes of u1, . . . , ud are a k-basis of m/m2 are called regular parametersin R.
 Lemma 17.17. Suppose that R is a regular local ring of dimension d with maximal idealm and p ⊂ R is a prime ideal such that dimR/p = a. Then
 dimR/m(p + m/m2) ≤ d− a,with equality if and only if R/p is a regular local ring.
 Proof. Let R′ = R/p, m′ = mR′. k = R/m ∼= R′/m′. There is a short exact sequence ofk-vector spaces
 (32) 0→ p/p ∩m2 ∼= p + m2/m2 ∼= m/m2 → m′/(m′)2 = m/(p + m2)→ 0.
 The lemma now since follows, since dimk m′/(m′)2 ≥ a and R′ is regular if and only ifdimk m′/(m′)2 ≥ a.
 Lemma 17.18. Suppose that R is a regular local ring, with maximal ideal m and residuefield k = R/m. Let d = dimR, and suppose that u1, . . . , ud is a regular system of param-eters in R. Then Ii = (u1, . . . , ui) is a prime ideal in R of height i for all i, R/Ii is aregular local ring of dimension d− i, and the residues of xi+1, . . . , xd are a regular systemof parameters in R/Ii.
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Proof. Let mi = m(R/ii) be the maximal ideal of R/Ii. Then dimk mi/m2i = d− i. Now Ii
 has height ≤ i (by Krull’s Principal Ideal Theorem), so that R/Ii has dimension ≥ d − i(page 367 [7]). Since dimR/Ii ≤ dimk mi/m
 2i , we have that dimR/Ii = dimk mi/m
 2i , so
 that R/Ii is a regular local ring of dimension d− i.
 Lemma 17.19. Suppose that R is a regular local ring of dimension n with maximal idealm, p ⊂ R is a prime ideal such that R/p is regular, and dimR/p = n − r. Then thereexist regular parameters u1, . . . , un in R such that p = (u1, . . . , ur) and ur+1, . . . , un mapto regular parameters in R/p.
 Proof. Consider the exact sequence (32). Since R and R′ are regular, there exist regularparameters u1, . . . , un in R such that ur+1, . . . , un map to regular parameters in R′, andu1, . . . , ur are in p. (u1, . . . , ur) is thus a prime ideal of height r contained in p. Thusp = (u1, . . . , ur).
 17.4. Local Equations. Suppose that X is a projective variety, and Y is a subvariety.From a closed immersion X ⊂ Pn, we construct from the homogeneous ideal IX(Y ) ⊂S(X) = S(Pn)/I(X) an OX -ideal IY = IX(Y ), so that to every affine open subset U ofX we have IY (U) is the ideal of Y ∩ U in U , and to every point p ∈ X we associate theideal IY,p in OX,p, so that IY,p = IY (U)IU (p) if U is an affine open subset of X containingp (with OX,p = k[U ]IU (p)).
 Definition 17.20. Suppose that X is a quasi projective variety, Y is a subvariety of Xand p ∈ X. Functions f1, . . . , fn ∈ OX,p are called local equations of Y in X at p if thereexists an affine neighborhood U of p in X such that f1, . . . , fn generate the ideal IY (U) ofY ∩ U in U .
 Lemma 17.21. f1, . . . , fn are local equations of Y in a neighborhood of p ∈ X if and onlyif IY,p = (f1, . . . , fn), the ideal generated by f1, . . . , fn in OX,p.
 Proof. Suppose that f1, . . . , fn are local equations of Y in an affine neighborhood U of p.Then IY (U) = (f1, . . . , fn), so
 IY,p = (f1, . . . , fn)k[U ]I(p) = (f1, . . . , fn)OX,p,
 where I(p) is the ideal of p in U .Now suppose that IY,p = (f1, . . . , fn). Let U ′ be an affine neighborhood of p, and
 suppose that IY (U ′) = (g1, . . . , gm). Then we have that (g1, . . . , gm)OY,p = (f1, . . . , fn),so there exist expressions
 (33) gi =n∑j=1
 ai,jfj
 for 1 ≤ i ≤ m, where aij ∈ OY,p for all i, j, and we have expressions
 (34) fk =m∑l=1
 bk,lgl
 for 1 ≤ k ≤ n, where bk,l ∈ OY,p for all k, l. Letting h be a common denominator of thefi, ai,j and bk,l such that p 6∈ ZU ′(h), we have expressions
 fi =f ih, ai,j =
 ai,jh, bk,l =
 bk,lh
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with f i, ai,j , bk,l ∈ k[U ′]. Let U = U ′ \ Z(h). Then
 (f1, . . . , fn)k[U ] = (f1, . . . , fn)k[U ′]h = (g1, . . . , gm)k[U ′]h = (g1, . . . , gm)k[U ] = IY (U).
 Corollary 17.22. Suppose that Y is an irreducible codimension 1 subvariety of a quasiprojective variety X. Suppose that p ∈ Y is a nonsingular point of X. Then there existsf ∈ OX,p which is a local equation of Y at p.
 Proof. This follows from Lemma 17.21, Theorem 17.14 and Proposition 5.14
 Theorem 17.23. Suppose that X is an n dimensional nonsingular variety, and Y is anonsingular subvariety of X. Let π : B → X be the blow up of Y . Then B is nonsingular,and E = π−1(B) is an irreducible, nonsingular codimension one subvariety of B. If p ∈ Y ,then π−1(p) ∼= Pr−1, where r = codimXY . Suppose that x1, . . . , xn are regular parametersin OX,p, such that x1 = · · · = xr = 0 are local equations of Y at p, and q ∈ π−1(p). Thenthere exists j with 1 ≤ j ≤ r, and α1, . . . , αr ∈ k such that OB,q has regular parametersy1, . . . , yn such that
 xi =
 yj(yi + αi) for 1 ≤ i ≤ r and i 6= jyj for i = jyi for i > r.
 Proof. Suppose that p ∈ X. By Lemmas 17.19 and 17.21, there exist regular parametersx1, . . . , xn in OX,p and an affine neighborhood U of p in X such that x1 = · · · = xr = 0are local equations of Y in U , and x1 = · · · = xn = 0 are local equations of p in U .Since IY (U) = (x1, . . . , xr), we have by Theorem 14.7 that π−1(U) has the affine coverV1, . . . , Vr where
 k[Vj ] = k[U ][x1
 xj, . . . ,
 xrxj
 ]for 1 ≤ j ≤ r. Suppose that q ∈ π−1(p). Then q ∈ Vj for some j. Let n = IVj (q) andm = IU (p). Without loss of generality, we may assume that j = r. We have n ∩ k[U ] = msince π(q) = p. Now
 k ∼= k[Vr]/n ∼= (k[U ]/m)[t1, . . . , tr−1] ∼= k[t1, . . . , tr−1]
 where t1, . . . , tr−1 are the residues of x1xr, . . . , xr−1
 xrin k[Vr]/n. Since this k-algebra is iso-
 morphic to k, we must have that ti = αi for some αi ∈ k, so that
 n = mk[Vr] + (x1
 xr− α1, . . . ,
 xr−1
 xr− αr−1).
 Since mk[Vr] = (xr, xr+1, . . . , xn), we have that the n functions
 (35) xr, xr+1, . . . , xn,x1
 xr− α1, . . . ,
 xr−1
 xr− αr−1
 generate the maximal ideal of OB,q, so that letting a = nOB,q be the maximal ideal ofOB,q, we have that dimk a/a2 ≤ n. Since π : B → X is a birational map, and by Theorem17.5, we have that
 n = dimOB,q ≤ dimk a/a2 ≤ n.Thus OB,q is a regular local ring, with regular parameters (35).
 We have that xr = 0 is a local equation in Vr of π−1(Y ∩ U) ∼= (Y ∩ U)× Pr−1.Since B \ E → X \ Y is an isomorphism and X is nonsingular, we have that B is
 nonsingular. 57
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17.5. Applications to rational maps.
 Theorem 17.24. Suppose that X is nonsingular and ϕ : X → Y is a rational map ofprojective varieties. Let Z be the closed subset of X consisting of the points where ϕ isnot a regular map. Then Z has codimension ≥ 2 in X.
 Proof. Y is a closed subset of a projective space Pn, so after composing ϕ with a closedimmersion, we may suppose that Y = Pn. Let W be the closed subset of X on which ϕ isnot defined. Suppose that p ∈W . We will find an affine open neighborhood Up of p in Xand a representative (f0 : . . . : fn) of ϕ such that f0, . . . , fn ∈ k[Up] and ZUp(f0, . . . , fn)has codimension ≥ 2 in Up. Since W ∩ Up ⊂ ZU (f0, . . . , fn), and there is a finite cover ofX by sets of this form (as X is quasi compact) we will have that Z has codimension ≥ 2in X.
 We will now prove the assertion. Suppose that p ∈ X. Let f0, . . . , fn ∈ k(X) be suchthat (f0 : . . . : fn) is a representative of of the rational map ϕ. After multiplying all of thefi by a suitable element of OX,p, we may assume that f0, . . . , fn ∈ OX,p. Since OX,p is aUFD, the greatest common divisor of a set of elements is defined. Let g be the greatestcommon divisor of the elements f0, . . . , fn in OX,p. Let f i = fi
 g ∈ OX,p. Then the ideal(f0, . . . , fn) in OX,p has height ≥ 2, and (f0 : . . . : fn) is a representative of ϕ.
 Corollary 17.25. Every rational map of nonsingular projective curves is regular.
 Corollary 17.26. Every birational map of nonsingular projective curves is an isomor-phism.
 Corollary 17.27. Every dominant regular map ϕ : X → Y of nonsingular projectivecurves is finite.
 Proof. Consider the 1-1 k-algebra homomorphism ϕ∗ : k(Y ) → k(X). Let Z be thenormalization of Y in k(X) constructed in Theorem 15.15, with finite regular map π : Z →Y . Z is a normal projective curve by Theorem 15.15 and by 1 of Theorem 16.2. Since Zhas dimension 1 and is normal, Z is nonsingular by Theorem 17.16. By Proposition 7.4(as commented in Section 12, this result is valid for rational maps of projective varieties),there is a rational map ψ : Z → X such that k(Z) = k(X) and ψ∗ : k(Z) → k(X) isthe identity map. By Proposition 7.6 (as commented in Section 12, this result is validfor rational maps of projective varieties), ψ is birational. Since ψ is a birational map ofnonsingular projective curves, ψ is an isomorphism by Corollary 17.26.
 Proposition 17.28. Suppose that ϕ : X → Y is a regular birational map of quasi pro-jective varieties which is not an isomorphism, and Y is nonsingular. Suppose that p ∈ Xand q = ϕ(p) and ψ = ϕ−1 is not regular at q. Then there exists a subvariety Z of X withp ∈ X such that codimXZ = 1 and codimY ϕ(Z) ≥ 2.
 Proof. ϕ∗ : k(Y )→ k(X) is an isomorphism, with inverse ψ∗. Replacing Y with an affineopen neighborhood of q in Y and X with an affine open neighborhood of p in its preimage,we may assume that X and Y are affine.
 We have that X is a closed subset of an affine space An. Let t1, . . . , tn be the coordinatefunctions on X (so that k[X] = k[t1, . . . , tn]). We may represent the rational map ψ : Y →X by ψ = (g1, . . . , gn) where gi ∈ K(Y ) are rational functions on Y , so that ϕ∗(gi) = tifor 1 ≤ i ≤ n (since ϕ∗ : K(Y ) → k(X) is the inverse of ψ∗ : k(X) → k(Y )). Since ψis not regular at q, at least one of the gi is not regular at q; say g1 6∈ OY,q. Since q isa nonsingular point of Y , we have that OY,q is a regular local ring, and hence a UFD.
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Thus we have an expression g1 = uv where u, v ∈ OY,q and u, v are relatively prime. We
 necessarily have that v(q) = 0. We may if necessary replace Y and X with smaller affineneighborhoods of q and p, to obtain that u, v ∈ k[Y ]. Now ZY (u, v) cannot contain anirreducible component D which has codimension one in Y , and contains q, since if it did,a local equation f = 0 of D at q would satisfy f | u and f | v in OY,q, which is impossiblesince u and v are relatively prime. Thus replacing Y and X with possibly smaller affineneighborhoods of q and p, we may assume that ZY (u, v) has codimension ≥ 2 in Y .
 We have that t1 = ϕ∗(g1) = ϕ∗(u)/ϕ∗(v), so that
 (36) ϕ∗(v)t1 = ϕ∗(u)
 in k(X). We have that t1, ϕ∗(u), ϕ∗(v) ∈ k[X], and ϕ∗(v)(p) = 0, so that p ∈ ZX(ϕ∗(v)).Set Z = ZX(ϕ∗(v)). codimXZ = 1 since p ∈ Z so that Z is nonempty. By (36) it followsthat ϕ∗(u) ∈ IX(Z). Thus u, v ∈ IY (ϕ(Z), so that f(Z) ⊂ ZY (u, v), which we have shownhas codimension ≥ 2 in Y .
 Suppose that ϕ : X → Y is a birational map of varieties. Then there are largest opensubsets U of X and V of Y such that ϕ : U → V is an isomorphism. If ϕ is a regular map,the set Z = X \ U is called the exceptional locus of ϕ.
 Theorem 17.29. Suppose that ϕ : X → Y is a regular birational map of projectivevarieties and Y is nonsingular. Let U ⊂ X and V ⊂ Y be the largest open sets such thatϕ : U → V is an isomorphism. Let G = X \ U be the exceptional locus of ϕ. Then
 1. codimY Y \ V ≥ 2.2. The exceptional locus G is a union of codimension 1 subvarieties of X. If E is
 one of these components, then codimY ϕ(E) ≥ 2.
 Proof. We have that ϕ(X\U) = Y \V by Theorem 13.7, since X and Y are projective. Thefirst statement of the theorem follows from Theorem 17.24, applied to the rational mapϕ−1. Now we prove the second statement. Suppose that E is an irreducible componentof X \U , and p ∈ E is a point which is not contained in any other irreducible componentof X \ U . Let q = ϕ(p). Let B be an affine neighborhood of q in Y , and A be an affineneighborhood of p in X such that A does not contain points of any irreducible componentof X \ U except for E. Proposition 17.28 applied to ϕ : A → B tells us that there existsa codimension one subvariety F of A such that codimY ϕ(F ) ≥ 2. We must have thatF ⊂ A \ V = E ∩A. Since E is irreducible, we have that F = E.
 17.6. Factorization of Birational Mappings.
 Lemma 17.30. Suppose that Y is a nonsingular projective surface, and π : X → Y isthe blow up of a point p ∈ X. Let E = π−1(p) ∼= P1 be the exceptional divisor of π. Thenthere is a 1-1 correspondence between points q of E and tangent lines L in T (Y )p, suchthat dπq(T (X)q) = L.
 Proof. Let u, v be regular parameters in OX,p. Let mp be the maximal ideal of OX,p. Thenthe k-vector space mp/m
 2p∼= ku
 ⊕kv. By Theorem 17.23, the distinct points q of E have
 regular parameters u1, v1 in OY,q which have the forms
 (37) u = u1, v = u1(v1 + α) for α ∈ k,
 or
 (38) u = u1v1, v = v1.59
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Let mq be the maximal ideal of OY,q. The k-vector space mq/m2q∼= ku1
 ⊕kv1. The linear
 map ϕ∗ : mp/m2p → mq/m
 2q is defined by
 ϕ∗(u) = u1 and ϕ∗(v) = αu1 if (37) holds
 andϕ∗(u) = 0 and ϕ∗(v) = v1 if (38) holds.
 Let δu1 , δv1 be the dual basis of T (Y )q to u1, v1, and δu, δv be the dual basis of T (X)p tou, v.
 Suppose that (37) holds. Then
 ϕ∗(δu1) = δu1ϕ∗ = δu + αδv and ϕ∗(δv1) = δv1ϕ
 ∗ = 0.
 Thus ϕ∗(T (Y )q) = (δu + αδv)k.Suppose that (38) holds. Then
 ϕ∗(δu1) = δu1ϕ∗ = 0 and ϕ∗(δv1) = δv1ϕ
 ∗ = δv.
 Thus ϕ∗(T (Y )q) = δvk.
 Lemma 17.31. Suppose that ϕ : X → Y is a birational map of nonsingular projectivesurfaces. Let Γ ⊂ X × Y be the graph of ϕ, with projections π1 : Γ→ X and π2 : Γ→ Y .Suppose that ϕ−1 is not regular at a point q ∈ Y . Then there exists a curve D ⊂ Γ suchthat π1(D) = C is a curve of X and π2(D) = q.
 Proof. π−12 is not regular at q since ϕ−1 is not regular at q. By Proposition 17.28, there
 exists a curve D ⊂ Γ such that π2(D) = q. If π1(D) is not a curve we must have thatπ1(D) is a point p. But then D ⊂ π−1(p) ∩ π−1
 2 (q) = (p, q) which is a point, giving acontradiction.
 Theorem 17.32. Suppose that ϕ : X → Y is a birational regular map of nonsingularprojective surfaces. Then ϕ has a factorization
 X = Yn → Yn−1 → · · · → Y0 = Y,
 where each Yi+1 → Yi is the blow up of a point.
 Proof. Suppose that ϕ is not an isomorphism, so that ϕ−1 is not regular at some pointq ∈ Y . Let σ : Y ′ → Y be the blow up of q, and let E = σ−1(q) ∼= P1 be the exceptionallocus of σ. Let ϕ′ : X → Y ′ be the rational map ϕ′ = σ−1ϕ. We will show that ϕ′ isa regular map. Suppose that ϕ′ is not a regular map. Let Γ ⊂ X × Y ′ be the graph ofϕ′, and suppose that p ∈ X is a point where ϕ′ is not regular. Then by Lemma 17.31,there exists a curve D ⊂ π−1
 1 (p) such that π2(D) is a curve C in Y ′. Since σ | Y ′ \ Eis an isomorphism onto Y \ q, we have that C ⊂ E, so C = E since both C and Eare irreducible curves. Let ψ : Y ′ → X be the rational map ψ = (ϕ′)−1. By Theorem17.24, there exists a finite set T ⊂ E such that ψ|(Y ′ \ T ) is a regular map. We have thatψ(E \ T ) = p and ϕ(p) = q.
 We will show that
 (39) dϕp : T (X)p → T (Y )qis an isomorphism. Suppose not. Then there exists a line L ⊂ T (Y )q such that dϕp(T (X)p) ⊂L. Since ψ(E \ T ) = p, we have that dσq′(T (Y ′)q′) ⊂ L for q′ ∈ E \ T . But this is acontradiction to the conclusions of Lemma 17.30. Thus (39) is an isomorphism. Now ϕ−1
 is not regular at q, so by Proposition 17.28, there exists a curve F ⊂ X such that p ∈ Fand ϕ(F ) = q. But then T (F )p ⊂ T (X)p has dimension ≥ 1, and dϕp(T (F )p) = 0, a
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contradiction to the fact that (39) is an isomorphism. This contradiction shows that ϕ′ isa regular map.
 The exceptional divisor of ϕ is a union of irreducible curves by Theorem 17.29. Let rbe the number of irreducible components of the exceptional divisor of ϕ. The regular mapϕ′ maps ϕ−1(q) onto σ−1(q) = E. Thus there exists a curve G ⊂ ϕ−1(q) which maps ontoE, so the number of irreducible components of the exceptional divisor of ϕ′ is ≤ r− 1. byinduction, after enough blow ups of points, we obtain the desired factorization of ϕ.
 There are examples showing that a birational regular map of nonsingular projectivevarieties of dimension ≥ 3 cannot be factored by blow ups of nonsingular subvarieties.However, recently the following theorem has been proven:
 Theorem 17.33. (Abramovich, Karu, Matsuki Wlodarczyk [3]) Suppose that ϕ : X → Yis a birational regular map of nonsingular projective varieties, over a field of characteristiczero. Then there is a factorization
 Yn Yn−2
 X Yn−1 Yn−3 · · · Y0 = Y
 where each diagonal arrow is a (finite) product of blow ups of nonsingular subvarieties.
 The theorem is not known in positive characteristic (even in dimension three).
 17.7. Projective Embedding of Nonsingular Varieties.
 Lemma 17.34. (Nakayama’s Lemma) (Proposition 2.6, [4]) Let A be a local ring withmaximal ideal m. Suppose that M is a finitely generated A-module, and N is a submoduleof M such that M = N + mM . Then M = N .
 Lemma 17.35. Let f : R → S be a local homomorphism of local Noetherian rings, suchthat
 1. R/mR → S/mS is an isomorphism,2. mR → mS/m
 2S is surjective, and
 3. S is a finitely generated R-module.Then f is surjective.
 Proof. By 2, we have that mS = mRS + m2S , so by Nakayama’s lemma, we have that
 mRS = mS . By 3, S is a finitely generated R-module, and by 1, S = f(R) + mRS, soagain by Nakayama’s lemma, we have that S = f(R).
 Lemma 17.36. Suppose that ϕ : X → Y is a regular map of quasi projective varieties,such that
 1. ϕ is 1-1 and onto,2. ϕ∗ : OY,ϕ(p) → OX,p is an isomorphism for all p ∈ X.
 Then ϕ is an isomorphism.
 Proof. We will find an affine cover Vi of Y such that for all i, Ui = ϕ−1(Vi) is an affineopen subset of X, and ϕ∗ : k[Vi] → k[Ui] is an isomorphism. This is enough to concludethat ϕ is an isomorphism, since each map ϕ : Ui → Vi is then an isomorphism, withregular inverse ψi : Vi → Ui by Proposition 3.21. Now the ψi patch to give a continuousmap ψ : Y → X, which is an inverse to ϕ by Proposition 10.10.
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Suppose that p ∈ X and q = ϕ(p) ∈ Y and let V be an affine neighborhood of q in Y .Let U ⊂ ϕ−1(V ) be an affine neighborhood of p in X. We then have (since ϕ is dominant)that ϕ∗ : k[V ]→ k[U ] is 1-1. Let I(q) be the ideal of q in V , and I(p) be the ideal of p in U .By assumption, ϕ∗ induces an isomorphism k[V ]I(q) → K[U ]I(p). Suppose that t1, . . . , trgenerate k[U ] as a k-algebra. Since ti ∈ k[U ]I(p) = k[V ]I(q), there exists h ∈ k[V ] \ I(q)and f1, . . . , fr ∈ k[U ] such that ti = fi
 h . Thus k[V ]h → k[U ]h is an isomorphism. NowDV (h) is an affine neighborhood of q in Y , DU (h) is an affine neighborhood of p in X,and ϕ∗ : k[DV (h)]→ k[DU (h)] is an isomorphism.
 Theorem 17.37. Suppose that X, Y are projective varieties, and ϕ : X → Y is a regularmap which is 1-1, and such that dpϕ : T (X)p → T (Y )q is 1-1 for all p ∈ X and q = ϕ(p).Then ϕ is an isomorphic embedding of X as a closed subvariety of Y .
 Proof. ϕ(X) is a closed subvariety of Y by Theorem 13.7, since X is projective. Further,the map dpϕ factors through the inclusion T (ϕ(X))q ⊂ T (Y )q, so without loss of generality,we may assume that Y = ϕ(X). X is a closed subvariety of Pn for some n. We have acommutative diagram
 Xλ→ Γϕ ⊂ X × Y ⊂ Pn × Yϕ ↓ π2
 Y
 where λ(p) = (p, ϕ(p)) for p ∈ X is an isomorphism, π2 is the projection on the secondfactor, and the inclusions in the top row are all closed embeddings. Suppose that p ∈X, with q = ϕ(p) ∈ Y and U is an affine open subset of Y which contains q. ThenZ := Γϕ|ϕ−1(U) = Γϕ ∩ π−1
 2 (U) is a closed subset of π−12 (U) ∼= Pn × U . Let x0, . . . , xn be
 homogeneous coordinates on Pn. Then S = k[U ][x0, . . . , xn] is the homogeneous coordinatering of U × Pn, which is a graded ring, where elements of k[U ] have degree 0, and xi havedegree 1 for 0 ≤ i ≤ n. Let I(Z) be the homogeneous ideal of Z in S. Then
 OX(ϕ−1(U)) ∼= OZ(Z) = ∩ni=0(S/I(Z))(xi),
 where (S/I(Z))(xi) denotes the elements of degree 0 in the localization of S/I(Z) withrespect to xi. Now the proof of Theorem 10.7 (with k replaced with the ring k[U ]) showsthat OX(ϕ−1(U)) is finite over k[U ].
 Further, for q ∈ Y , we can compute
 ∩q∈VOX(ϕ−1(V )) = ∩ni=0T(xi),
 where T = OY,q[x0, . . . , xn]/I(Z)OY,q[x0, . . . , xn], and the intersection is over all affineopen subsets V ⊂ U which contain q (since ∩q∈VOY (V ) = OY,q). Again the proof ofTheorem 10.7, with k replaced with the ring OY,q, shows that ∩q∈VOX(ϕ−1(V )) is finiteover OY,q, where the intersection is over the affine open subsets V of U containing q.Since ϕ is 1-1 and onto, and ∩q∈V V = q , so that ∩q∈V ϕ−1(V ) = p, we have that∩q∈VOX(ϕ−1(V )) = OX,p. Thus OX,p is finite over OY,ϕ(p) for p ∈ X. Since T (X)p →T (Y )q is a 1-1 homomorphism of finite dimensional k-vector spaces, we have that mq/m
 2q →
 mp/m2p is a surjection. Thus by Lemma 17.35, we have that OX,p = OY,q for all p ∈ X.
 Finally, we have by Lemma 17.36 that ϕ is an isomorphism.
 Corollary 17.38. Suppose that X ⊂ Pn is a projective variety, and p ∈ Pn \X. Supposethat every line through p intersects X in at most one point, and p is not contained in the(Zariski closure in Pn of the) tangent space to X at any point. Then the projection fromp is an isomorphic embedding of X as a closed subvariety of Pn−1.
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Proof. Suppose that a ∈ X. Let b = π(a). Since a 6= p, we can make a linear change ofcoordinates in Pn so that p = (0 : · · · : 0 : 1) and a = (1 : 0 : · · · : 0). Now the projection πfrom p is defined by the rational map (x0 : . . . : xn−1). Thus the restriction of π to D(x0)is just the map π : An → An−1 which is projection onto the first n− 1 factors. Since a isthe origin An, dπp : T (Pn)a → T (Pn−1)b is just the projection onto the first n− 1 factors.From the commutative diagram (29), and the assumptions of the theorem, we have thatdπa : T (X)a → T (Pn−1)b is 1-1. Now we apply Theorem 17.37 to obtain the conclusionsof the corollary.
 Theorem 17.39. Suppose that X is a nonsingular projective variety of dimension n.Then X is isomorphic to a subvariety of P2n+1.
 Proof. It suffices to prove that if X ⊂ PN with N > 2n+ 1, then there exists p ∈ PN \Xsatisfying the hypotheses of Theorem 17.38. Let U1, U2 ⊂ PN be the respective sets ofpoints not satisfying the respective assumptions of Corollary 17.38.
 In PN × X × X, consider the set Γ, which is the Zariski closure in PN × X × X oftriples (a, b, c) with a ∈ PN , b, c ∈ X such that b 6= c and a, b, c are collinear. Let Γ′ bean irreducible component of Γ. Γ′ necessarily contains a point (a, b, c) such that a, b, c arecollinear and b 6= c. Let y = (b, c) for these values of b and c.
 The projections PN ×X ×X to PN and X ×X define regular maps ϕ : Γ′ → PN andψ : Γ′ → X ×X. Now ψ−1(y) is a subset of the set of points (a, b, c) where a is any pointof the line through b and c. Hence dimψ−1(y) ≤ 1, and it follows from Theorem 16.9, thatdim Γ′ ≤ 2n + 1. In particular, dim Γ ≤ 2n + 1. By Definition, U1 = ϕ(Γ), and Theorem16.9 now gives that dimU1 ≤ dim Γ ≤ 2n+ 1.
 Now Let Γ1 be the closed subset of PN × X consisting of points (a, b) such that a ∈T (X)b. Let Γ′1 be an irreducible component of Γ1. We necessarily have (a, b) ∈ Γ′1 forsome b ∈ X. We have projections ψ : Γ′1 → X and ϕ : Γ′1 → PN . For our b ∈ X, we havedimψ−1(b) ≤ n since X is nonsingular, and hence dim Γ′ ≤ 2n and since U2 = ϕ(Γ′), wehave dimU2 ≤ 2n.
 We have that dimU1 ≤ dim Γ ≤ 2n+ 1 and dimU2 ≤ 2n. Thus if N > 2n+ 1 we havethat U1 ∪ U2 6= PN .
 17.8. Resolution of singularities.
 Definition 17.40. Suppose that X is a projective variety. A resolution of singularities ofX is a nonsingular projective variety Y with a birational map ϕ : Y → X.
 Theorem 17.41. Suppose that X is a projective curve (a 1-dimensional variety). ThenX has a resolution of singularities.
 Proof. Let Y be the normalization of X in k(X). Then Y is a normal projective variety,with a birational map to X by Theorem 15.15. Y is nonsingular by Theorem 17.16 (sinceit is normal of dimension 1).
 Theorem 17.42. (Hironaka) Suppose that X is a projective variety over a field of char-acteristic 0. Then X has a resolution of singularities.
 Hironaka’s first proof is in [15]. There have been subsequent simpler proofs. Resolutionof singularities is known to be true for varieties of dimension ≤ 3 over fields of positivecharacteristic. The first proof is by Abhyankar [1]. More details about this subject, andrecent progress, can be found in [9], [8].
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17.9. Complex Manifolds. We have defined Ank to be kn (as a set) with the Zariski
 topology. If we take k = C, the complex numbers, we have a finer topology, the Euclideantopology on Cn. We also have the theory of analytic functions on (Euclidean) opensubsets of Cn. If U ⊂ Cn is a Zariski open subset and f is a regular function (in theZariski topology) on U then f is also an analytic function on U . Of course there are manyanalytic functions on U which are not regular functions.
 Definition 17.43. A complex manifold of dimension n is a Hausdorff topological spaceM such that M has a covering Ui (an atlas) of homeomorphisms (charts) ϕi : Ui → Vibetween open subsets Ui of M and Vi of Cn such that ϕj ϕ−1
 i : ϕi(Ui ∩Uj)→ ϕj(Ui ∩Uj)are analytic (and hence bianalytic) and M = ∪Ui.
 Complex projective space PnC has a covering by (Zariski) open subsets Ui = An, whereAn is just Cn with the Zariski topology. The Euclidean topology on Cn thus gives usthe Euclidean topology on each Ui. These topologies agree on Ui ∩ Uj for i 6= j. Thisdefines the Euclidean topology on PnC. We have that the Euclidean topology is finer thanthe Zariski topology (A Zariski open subset is open in the Euclidean topology). Supposethat X is a quasi projective algebraic set (which is contained in Pn). Then the Euclideantopology on X is the subspace topology of the Euclidean topology of PnC. In particular,any quasi projective complex variety (the base field k is C) has the Euclidean topology.
 Lemma 17.44. (Exercise 13, page 100 [22]) Suppose that X is a topological space. ThenX is Hausdorff if and only if the diagonal ∆ = (p, p) | p ∈ X is closed in X ×X (whereX ×X has the product topology).
 Theorem 17.45. Suppose that X is a nonsingular quasi projective variety. Then X isHausdorff in the Euclidean topology.
 Proof. The diagonal ∆ of X ×X is closed in the Zariski topology by Theorem 13.2. TheProduct topology of the Euclidean topologies on X is the Euclidean topology on X ×X,which is finer than the Zariski topology on X × X. Thus ∆ is closed in X × X in theproduct topology of the Euclidean topology on X, so that X is Hausdorff in the Euclideantopology by Lemma 17.44.
 We have inclusions of rings
 C[x1, . . . , xn] ⊂ C[x1, . . . , xn](x1,...,xn) ⊂ Cx1, . . . , xn ⊂ C[[x1, . . . , xn]]
 where C[x1, . . . , xn] is the polynomial ring in n-variables, C[[x1, . . . , xn]] is the ring offormal power series and Cx1, . . . , xn is the ring of formal power series which have apositive radius of convergence (the germs of analytic functions at the origin in Cn).
 Theorem 17.46. (Analytic Implicit Function Theorem) Suppose that f ∈ Cx1, . . . , xnis such that f =
 ∑ni=1 aixi + ( higher order terms) with a1 6= 0. Then there exists g ∈
 Cx2, . . . , xn) and a unit series u ∈ Cx1, . . . , xn such that f = u(x1 − g(x2, . . . , xn)).
 This is a special case of the Weierstrass Preparation Theorem (Section C.2.4 [17]).
 Corollary 17.47. Suppose that f ∈ Cx1, . . . , xn is such that f =∑n
 i=1 aixi+( higher order terms)with a1 6= 0. Then Cx2, . . . , xn → Cx1, . . . , xn/(f) is an isomorphism.
 Proof. With the notation of the theorem, we have that the ideal (f) = (x1−g(x2, . . . , xn)),so we can eliminate x1.
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Corollary 17.48. Suppose that f1, . . . , fr ∈ Cx1, . . . , xn are such that
 fi =r∑j=1
 aijxj + ( higher order terms)
 with Det(aij) 6= 0. Then the map Cxr+1, . . . , xn → Cx1, . . . , xn/(f) is an isomor-phism.
 Lemma 17.49. Suppose that p is a prime ideal in Cx1, . . . , xn of height r, and f1, . . . , fr ∈p satisfy
 (40)(∂fi∂xj
 (0, . . . , 0))
 has rank r. Then p = (f1, . . . , fr).
 Proof. Let m be the maximal ideal of Cx1, . . . , xn. The assumptions (40) tell us that theclasses of f1, . . . , fr in m/m2 are linearly independent. Thus f1, . . . , fr can be extendedto a regular system of parameters f1, . . . , fr, fr+1, . . . , fn in Cx1, . . . , xn. By Lemma17.18, The ideal p′ = (f1, . . . , fr) is a prime ideal in Cx1, . . . , xn of height r. Since p′ iscontained in p and p also has height r, we have that p = p′.
 Theorem 17.50. Suppose that X is a nonsingular quasi projective complex variety ofdimension r. Then X is a complex manifold in the Euclidean topology.
 Proof. X is Hausdorff in the Euclidean topology by Theorem 17.45. Suppose that p ∈ X.Then there exists an affine neighborhood W of p such that k[W ] ∼= C[x1, . . . , xn]/p forsome prime ideal p in C[x1, . . . , xn], and we can translate p so that p is the origin in Cn,and I(p) = (x1, . . . , xn). Let p = (f1, . . . , fm). Since X is nonsingular at p, the matrix
 A =(∂fi∂xj
 (p))
 has rank n − r. After possibly permuting the variables x1, . . . , xn, and the functionsf1, . . . , fm, we may assume that if B is the (n− r)× (n− r) submatrix of A consisting ofthe first n − r rows and columns of A, then Det(B) 6= 0. By Lemma 17.49 and corollary17.48, we have that the map
 Cx1, . . . , xr → Cx1, . . . , xn/pCx1, . . . , xn
 is an isomorphism, so there exist functions hr+1, . . . , hn ∈ Cx1, . . . , xr, such that xi−hi ∈pCx1, . . . , xn for r + 1 ≤ i ≤ n. All of the hi converge within a polydisc
 V = (a1, . . . , ar) ∈ Cr | ||ai|| < ε for all i
 for some small ε. Let π : Cn → Cr be the projection onto the first r factors (which isanalytic), and let U = ϕ−1(V ) ∩W . Then π : U → V has the analytic inverse
 (a1, . . . , ar)→ (a1, . . . , ar, hr+1(a1, . . . , ar), . . . , hn(a1, . . . , an),
 for (a1, . . . , ar) ∈ V .Repeating this for every point p ∈ X, we obtain an open covering of X by open sets
 Ui (in the Euclidean topology), which satisfy the condition of the definition of a complexmanifold.
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18. A Survey of Sheaves
 18.1. Direct Limits. A directed set I is a set with a partial order ≤ such that for anyi, j ∈ I, there exists k ∈ I such that i ≤ k and j ≤ k. A directed system of Abeliangroups is a set of abelian groups Aiai , indexed by a directed set I, such that if i ≤ jthen there is a homomorphism ϕij : Ai → Aj , which satisfies ϕii = idAi and ϕik = ϕjkϕijif i ≤ j ≤ k.
 Proposition 18.1. Suppose that Ai | i ∈ I is a directed system of Abelian groups. Thenthere exists a group lim→Ai with homomorphisms ϕi : Ai → lim→Ai such that ϕi = ϕjϕijfor all i ≤ j ∈ I, which satisfies the following universal property: Suppose that B is anAbelian group with homomorphisms τi : Ai → C such that τi = τjϕij for i ≤ j ∈ I.Then there exists a unique homomorphism τ : lim→Ai → B such that τϕi = τi for i ∈ I.The group lim→A with homomorphisms ϕi : Ai → lim→Ai, is uniquely determined up toisomorphism. It is called the direct limit of Ai.
 The direct limit can be constructed as follows: Let M =⊕
 i∈I Ai, and let N be thesubgroup generated by elements of the form a − ϕij(a) such that a ∈ Ai and i ≤ j. Letϕi : Ai →M/N be the natural map. Then M/N is the direct limit of the Ai.
 We give an alternate construction of the direct limit which is the usual interpretationin algebraic geometry. Let Ai, ϕij be a directed system of Abelian groups. Let Bbe the disjoint union of pairs (Ai, ai) such that ai ∈ Ai. Define a relation ∼ on B by(Ai, ai) ∼ (Aj , aj) if there is a k ≥ i, j with ϕik(ai) = ϕjk(aj). ∼ is an equivalence relationon B. Let C = B/ ∼ be the set of equivalence classes. Let [Ai, ai] denote the equivalenceclass of (Ai, ai). C is a group under the following operation:
 [Ai, ai] + [Aj .aj ] = [Ak, ϕij(ai) + ϕjk(aj)]
 where k is any index with k ≥ i, j. Let σi : Ai → C be the map ϕi(a) = [Ai, a]. ϕi is agroup homomorphism, which satisfy σi = σjϕij if i ≤ j.
 Lemma 18.2. The group C, with the homomorphisms σi constructed above is the directlimit of the Ai.
 Proof. We will show that C, with the homomorphisms σi constructed above satisfies theuniversal property of Proposition 18.1. Suppose that B is an Abelian group with homo-morphisms τi : Ai → C such that τi = τjϕij for i ≤ j ∈ I. Define τ : C → B by the ruleτ([Ai, ai]) = τi(ai). This is well defined, since if [Ai, ai] = [Aj , aj ], then there is a k withi, j ≤ k and ϕik(ai) = ϕjk(aj). Thus
 τi(ai) = τk(ϕik(ai)) = τj(aj).
 τ is a group homomorphism satisfying τi = τσi. If τ ′ : C → B is a group homomorphismsatisfying τi = τ ′σi for each i, then τ ′([Ai, ai]) = τ ′(σi(ai)) = τi(ai) = τ([Ai, ai]). thusτ ′ = τ . Thus C satisfies the universal property of the direct limit, so C with the maps σiis the direct limit of the Ai by Proposition 18.1.
 Proposition 18.3. Let lim→Ai be the direct limit of a directed system of groups Ai, ϕij.Then
 1. Suppose that x ∈ lim→Ai, Then x = ϕi(a) for some i and a ∈ Ai.2. Suppose that a ∈ Ai satisfies ϕi(a) = 0. Then there is a j ≥ i such that ϕij(a) = 0.
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Proof. This follows easily form the construction C of lim→Ai given above. The firststatement follows since every element of C has the form [Ai, ai] = σi(ai) for some i andai ∈ Ai. If [Ai, ai] = 0, then (Ai, ai) ∼ (Ai, 0), so by the definition of the relation, there isa j ≥ i such that ϕij(ai) = ϕij(0) = 0.
 The construction and the proofs in this section carry through for commutative ringsAi. If Mi are modules over the Ai, then we can construct a direct limit of the modulesMi which is a lim→Ai module. All rings and modules are Abelian groups, so we justapply the above construction, and keep track of the fact that all of the homomorphismsconstructed have appropriate extra structure.
 An important special case is when we have a direct system of groups or modules whichare all subgroups (modules) Mi of a larger group or module M , and the maps in thesystem are inclusion maps. Then the direct limit is just the union ∪Mi inside M .
 18.2. Presheaves and Sheaves.
 Definition 18.4. Suppose that X is a topological space. A presheaf PF of abelian groupson X associates to every open subset U of X an abelian group PF (U), with PF (∅) = 0, andto every pair of open sets U1 ⊂ U2 a restriction map resU2U1 : PF (U2) → PF (U1) whichis a group homomorphism and such that ResU,U = idPF (U) for all U and if U1 ⊂ U2 ⊂ U3,then
 PF (U3) resU3U2
 resU3U1 ↓ PF (U2) resU2U1
 PF (U1)commutes.
 Definition 18.5. Suppose that PF1 and PF2 are presheaves of abelian groups on a topo-logical space X. A homomorphism of presheaves of abelian groups ϕ : PF1 → PF2 is acollection of homorphisms ϕ(U) : PF1(U)→ PF2(U) for each open U , such that if U ⊂ V ,then
 PF1(V )ϕ(V )→ PF2(V )
 resV,U ↓ ↓ resV,UPF1(U)
 ϕ(U)→ PF2(U)commutes.ϕ : PF1 → PF2 is an isomorphism if ϕ(V ) : PF1(V )→ PF2(V ) is an isomorphism for
 all p ∈ V .
 The stalk of a presheaf PF at a point p is lim→ PF (U), where we take the direct limitover open sets U of X which contain p. We observe that the groups PF (U) for open setsU containing p form a directed system of groups. If ϕ : PF1 → PF2 is a homomorphismof presheaves, and p ∈ X, then the homomorphisms ϕ(U) : PF1(U)→ PF2(U) for p ∈ Uinduce a homomorphism
 ϕp = lim→ϕ(U) : (PF1)p = lim
 →PF1(U)→ lim
 →PF2(U) = (PF2)p
 (where the limit is over open sets U containing p).
 Definition 18.6. A presheaf of abelian groups F is a sheaf of abelian groups if for everycollection Ui of open sets in X with U = ∪Ui,
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1. If x1, x2 ∈ F (U) and for all i, resU,Uix1 = resU,Uix2 for all i, then x1 = x2. (Thatis, elements are uniquely determined by local data.)
 2. If we have a collection of elements xi ∈ F (Ui) such that resUi,Ui∩Ujxi = resUj ,Ui∩Ujxjfor all i and j, then there is an x ∈ F (U) such that resU,Uix = xi for all i. (That is,if we have local data which are compatible, they patch together, to give somethingin F (U).)
 It is common to denote F (U) by Γ(U,F ).
 Example 18.7. Suppose that X is a quasi projective variety. Then the association U →OX(U) is a sheaf on X.
 Proof. Suppose that U is an open subset of X and Ui is an open cover of X. Therestriction map OX(U) → OX(Ui) is 1-1, so we immediately get condition 1. Now ifxi ∈ OX(Ui) and xj ∈ OX(Uj) are such that they have the restriction in OX(Ui ∩ Uj),then xi = xj (as elements of k(X)). Thus if condition 2 holds, then the elements xi are acommon element x ∈ ∩OX(Ui) = OX(U).
 In the above example, the stalk of OX at a point p ∈ X is the limit over open sets Ucontaining p
 limp∈UOX(U) = ∪p∈UOX(U) = OX,p,
 as defined earlier.
 Proposition 18.8. (Proposition II.1.2 [13]) Suppose that PF is a presheaf of abeliangroups on a topological space X. Then there is a sheaf F on X and a homomorphismf : PF → F of presheaves such that if F ′ is a sheaf on X and g : PF → F ′ is anyhomomorphism of presheaves on X then there is a unique homomorphism of presheavesh : F → F ′ such that g = hf .
 The sheaf F of Proposition 18.8 is uniquely determined up to isomorphism. It is calledthe sheafification of PF . The sheafication F of PF has the property that the stalksPFp = Fp for all p ∈ X.
 Proposition 18.9. (Proposition II.1.1 [13]) Let ϕ : F → G be a homomorphism of sheavesof Abelian groups on a topological space X. Then ϕ is an isomorphism if and only if theinduced map on stalks ϕp : Fp → Gp is an isomorphism for every p ∈ X.
 Definition 18.10. Suppose that X is a quasi projective variety. A sheaf F is a sheaf ofOX-modules if F(U) is an OX(U)-module for all U .
 Example 18.11. Suppose that X is an affine variety, and J ⊂ k[X] is an ideal. Weassociate to J a presheaf J on X, defined by
 J(U) = ∩p∈UJI(p)for an open subset U of X, where I(p) is the ideal of p in k[X], and
 JI(p) = Jk[X]I(p) = JOX,pis the localization of k[X] at the maximal ideal I(p).
 Using the definition of J , we verify that J is a sheaf of OX -modules. We calculate thatthe stalk
 Jp = JI(p)68
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for p ∈ X. We also observe that, by the definition, if U ⊂ X is an open set, then
 J(U) = JOX(U),
 and if U is an affine open subset of X, then the restriction J |U is in fact the tilde on U of
 the ideal Jk[U ] in k[U ]; that is, Jk[U ] = J |U .
 Example 18.12. Suppose that X ⊂ Pn is a projective variety, with homogeneous coordi-nates x0, . . . , xn and homogeneous coordinate ring S(X). We may suppose that none ofthe xi vanish everywhere on X. We associate to J a presheaf J on X, defined by
 J(U) = ∩p∈UJ(I(p))
 for an open subset U of X, where the ideal J(I(p)) in OX,p ⊂ k(X) is defined to be theelements of degree 0 in the localization II(p) ⊂ D(X)I(p) at the homogeneous prime idealI(p) of p in S(X). (Recall that OX,p = S(X)(I(p))).
 Using the definition of J , we verify that J is a sheaf of OX -modules. We calculate thatthe stalk
 Jp = J(I(p))
 for p ∈ X.Looking back over the analysis we made of OX in Chapter 10, we find that
 (41) J(Xxi) = J(xi) is the dehomogenization of J for 0 ≤ i ≤ n.
 Here J(xi) denotes the elements of degree 0 in the localization Jxi . In particular, ifthe ideal J has the homogeneous generators F1, . . . , Fm, then J(Xxi) is the ideal inOX(Xxi) = k[x0
 xi, . . . , xn
 x0] generated by F1(x0
 xi, . . . , xn
 x0), . . . , Fm(x0
 xi, . . . , xn
 x0). We deduce
 that the restriction of J to Xxi is the tilde on the affine variety Xxi of the ideal Γ(Xxi , J)in k[Xxi ]; that is,
 J |Xxi = ˜Γ(Xxi , J).
 In fact, if U ⊂ X is any affine open subset, then we can show that the restriction of J toU is the tilde on U of the ideal Γ(J, U) ⊂ k[U ]; that is,
 J |U = Γ(U, J).
 The ideal sheaf I which we have just defined has been previously encountered in Chapter14 (before Lemma 14.3).
 Suppose that A is a subsheaf of OX -modules of an OX -module B. Then B/A will denotethe sheaf associated to the presheaf U 7→ B(U)/A(U).
 A sequence
 (42) 0→ A→ B → C → 0
 of OX -modules is called exact if for all p ∈ X, the sequence of OX,p modules
 0→ Ap → Bp → Cp → 0
 is exact.
 Proposition 18.13. Suppose that (42) is a short exact sequence of OX-modules, and Uis an open subset of X. Then
 (43) 0→ A(U)→ B(U)→ C(U)69
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is exact. In particular the presheaf U 7→ Kernel(α(U)) is a sheaf for any homomorphismof OX-modules α : F → G.
 Example 18.14. Suppose that A is a subsheaf of a sheaf B. Then in general, the presheafU 7→ B(U)/A(U) is not a sheaf. Further, if α : A → B is a homomorphism of sheaves,then the presheaf U 7→ Image(α(U)) may not be a sheaf, and if (43) is a short exactsequence of sheaves, then B(U) → C(U) may not be surjective for some open subset U ofX.
 Proof. Let p be a nonsingular point on a projective curve X. Let I(p) be the ideal sheafof p in X. For q ∈ X, we have that
 I(p)q =OX,q if q 6= pthe maximal ideal mp ⊂ OX,p if q = p
 Let PF be the presheaf defined by
 PF (U) = Ip(U)/Ip(U)2
 for U an open set in X. Let F be the sheaf associated to PF . We calculate, using thefact that Fq = PFq for q ∈ X by the comment after Proposition 18.8, that the stalk
 Fq =
 0 if q 6= pmp/m
 2p∼= k if q = p.
 We will now establish that for an open subset U of X,
 (44) F (U) =k if p ∈ U0 if p 6∈ U
 Suppose that p 6∈ U , and x ∈ F (U). Then for each q ∈ U , the stalk Fq = 0. Thusthe image of x in Fq is zero. Thus there exists an open neighborhood Uq of q, whichis contained in U , such that the restriction of x in F (Uq) is zero (by 1, and then 2 ofProposition 18.3). Thus we have a cover Uq of U by open subsets of U such that therestriction of x in each F (Uq) is zero. Now 0 ∈ F (U) also has this property, so x = 0 bythe first sheaf axiom. We have established that F (U) = (0) if p 6∈ U .
 Suppose that p ∈ U . We will show that the restriction homomorphism Λ : F (U) →Fp ∼= k is an isomorphism. Let r ∈ k. Then there exists an open neighborhood Up of p inU and ϕ ∈ F (Up) such that the restriction of ϕ to Fp is r (by 1 of Proposition 18.3). LetV = U \ p, which is an open subset of U . p 6∈ V ∩ Up, so F (V ∩ Up) = (0). Since therestriction of ϕ to F (V ∩Up) is zero, which is the restriction of 0 ∈ F (V ) to F (V ∩Up), wehave by the second sheaf axiom that there exists x ∈ F (U) which restricts to 0 in F (V )and restricts to ϕ in F (Up), so necessarily restricts to r ∈ Fp. Thus Λ is onto.
 Suppose that x′ ∈ F (U) and Λ(x′) = 0. Then there exists an open neighborhood U ′pof p in U such that the restriction of x′ to F (U ′p) is zero. Since the restriction of x′ toV = U \ p is necessarily zero, we have that x′ = 0 in F (U) by the first sheaf axiom.Thus Λ is 1-1, and is necessarily an isomorphism.
 From the natural inclusions of sheaves of OX -modules, I(p)2 ⊂ I(p) ⊂ OX , we have(by applying Proposition 18.13 to each inclusion), inclusions of modules
 I(p)2(X) ⊂ I(p)(X) ⊂ OX(X).
 Now OX(X) = k (by direct calculation or by Theorem 10.7). Further, I(p)(X) cannotcontain a nonzero element of k, since every element of I(p)(X) must restrict to an element
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of I(p)p = mp, and hence must vanish at p. Thus I(p)2(X) = I(p)(X) = 0, and
 PF (X) = I(p)(X)/I(p)2(X) = 0.
 In contrast, by (44), F (X) ∼= k. Thus F 6= PF .We have (by Proposition 18.8), a natural exact sequence of sheaves
 0→ I(p)2 → I(p) α→ F → 0.
 The image of α is the presheaf PF , which we have already established is not a sheaf.Further, the evaluation of the above short exact sequence at X is
 0→ 0→ 0→ k → 0
 which is not short exact.
 Suppose that f : X → Y is a continuous map of topological spaces, and F is a sheafof groups of X. We define a presheaf f∗F on Y by f∗F (U) = F (f−1(U)) for U an opensubset of Y . Then f∗F is actually a sheaf. If f : X → Y is a regular map of quasiprojective varieties, and F is a sheaf of OX modules, then f∗F is a sheaf of OY modules.
 18.3. Some Sheaves Associated to Modules.
 Theorem 18.15. (Proposition II.5.1 [13]) Suppose that X is an affine variety and M
 is a k[X]-module. Then there is a unique sheaf M of OX-modules on X which has theproperty that
 (45) M(Xf ) = Mf for f ∈ k[X].
 The point is that the property (45) and the sheaf axioms uniquely determine M(U)for U an arbitrary open subset of X. In fact, U is a finite union of open sets U =Xf1 ∪Xf2 ∪ · · · ∪Xfn for some fi ∈ k[X]. By the sheaf axioms, we have an exact sequenceof homomorphisms
 (46) 0→ M(U) α→n⊕i=1
 M(Xfi)β→
 ⊕1≤i<j≤n
 M(Xfi∩Xfj
 ),
 whereα(g) = resU,Xfi
 (g)
 for g ∈ M(U), and
 β(hi) = resXfj,Xfi∩Xfj
 (hj)− resXfi,Xfi∩Xfj
 (hi)
 for hi ∈⊕n
 i=1 M(Xfi).
 Since Xfi∩Xfj
 = Xfifj, (46) tells us that M(U) can be identified with the kernel of β,
 which has the explicit formn⊕i=1
 Mfi
 β→⊕
 1≤i<j≤nMfifj
 ,
 where β(ai) = aj − ai. Here we abuse notation by denoting the image of ai ∈Mfiin
 Mfifjby ai.
 For p ∈ X, the stalk
 Mp = limp∈U
 M(U) = limf∈k[X]\I(p)
 Mf = MI(p),
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where I(p) is the maximal ideal in k[X] of the point p, and MI(p) is the localization of Mat this prime ideal.
 Important special cases of this construction which we are already familiar with are thefacts that k[X] = OX and if Y is a subvariety of X, then the sheaf of ideals IY = I(Y )where I(Y ) is the prime ideal in k[X] of Y . More generally, we have a sheaf of OX -idealsI associated to any ideal I ⊂ k[X].
 We have a corresponding construction for projective varieties.
 Theorem 18.16. (Proposition II.5.11 [13]) Suppose that X is a projective variety, withcoordinate ring S(X), and N is a graded S(X)-module. Then there is a unique sheaf Nof OX-modules on X which has the property that
 (47) N(XF ) = N(F ) for homogeneous F ∈ S(X).
 N(F ) denotes the set of elements of degree 0 in the localization NF .Using the sheaf axioms, we can give an explicit formula (similar to (46)) for the calcu-
 lation of N(U), when U = XF1 ∪ · · · ∪XFn for some homogeneous forms Fi ∈ S(X). Wecalculate that for p ∈ X, the stalk
 Np = N(I(p)),
 where NI(p) denotes the elements of degree 0 in the localization NI(p) of N at the homo-geneous ideal I(p) of p in S(X).
 In fact, we have that the restriction of the sheaf N to the affine open subset XF is justthe sheaf N(F ) on XF (which has regular functions k[XF ] = S(X)(F )).
 Some important examples which we have encountered before are S(X) = OX , and thesheaf of OX -ideal I associated to any homogeneous ideal I of S(X). In particular, if Y isa closed subvariety of X, with homogeneous prime ideal I(Y ) in S(X), the ideal sheaf ofY is IY = I(Y ).
 Another important example is the sheaf N(n) for n ∈ Z associated to the graded S(X)-module N . We define N(n) to be the module N , but with a different grading.
 N(n)i = Nn+i for i ∈ Z.
 18.4. Quasi Coherent and Coherent Sheaves.
 Definition 18.17. Let X be a quasi projective variety. A sheaf of OX-modules F is quasicoherent if X cam be covered by affine open set Ui such that for all i, the restriction F|Uiof F to Ui is isomorphic as a sheaf of OUi-modules to a sheaf Mi for some k[Ui]-moduleMi. F is coherent if the Mi are all finitely generated k[Ui]-modules
 Theorem 18.18. (Proposition II.5.4 [13]) Suppose that F is a sheaf of OX-modules ona quasi projective variety X. Then F is quasi coherent (coherent) if and only if for everyaffine open subset U of X, there exists a (finitely generated) k[U ]-module M such thatF|U ∼= M .
 If F is a quasi coherent sheaf on X, and U is an affine open subset of X, then the abovetheorem tells us that
 F|U = Γ(U,F).72
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Theorem 18.19. Suppose that F is a quasi coherent module on a projective variety X,and X has the coordinate ring S(X). Then there exists a graded S(X)-module M suchthat F ∼= M . If F is coherent, there exists a finitely generated graded S(X)-module M
 such that F = M .
 Proof. This follows from Proposition II.5.15 and Theorem II.5.17 [13], from which it followsthat Γ∗(F) is a finitely generated S(X)-module when F is coherent.
 Theorem 18.20. (Proposition II.5.8, Corollary II.5.20 [13]) Suppose that ϕ : X → Yis a regular mapping of quasi projective varieties and F is a quasi coherent sheaf on X.Then ϕ∗F is a quasi coherent sheaf on Y . If X and Y are projective, and F is coherent,then ϕ∗F is coherent on Y .
 The proof is by a generalization of the proof of Theorem 10.7, using the fact that givenan embedding of X as a subvariety of Pn, we can interpret the map ϕ as the projectiononto Y of the graph Γϕ, which is a subvariety of Pn × Y .
 Theorem 18.21. (Theorem II.5.19, Exercise II.5.9 and Exercise II.5.14 [13]) Supposethat F is a coherent sheaf on a projective variety X. Then Γ(X,F) is a finite dimensionalk-vector space. If S = S(X) is the homogeneous coordinate ring of X for some embeddingof X in a projective space, and OX(n) is the coherent sheaf S(n), then for n 0, we havethat Γ(X,OX(n)) = Sn, the graded component of elements of degree n in S.
 19. Applications to rational maps
 Suppose that ϕ : X → Y is a regular map of quasi projective varieties, and I is a sheafof ideals on Y . We define the “inverse image ideal sheaf” IOY to be the ideal sheaf onY which has the property that Γ(U, IOY ) is the k[U ]-ideal generated by ϕ∗(Γ(V, I)) forU an affine open subset of X and V an affine open subset of Y such that ϕ(U) ⊂ V (andϕ∗ : k[V ]→ k[U ]).
 Theorem 19.1. (The Universal property of blowing up) Suppose that Y is a quasi pro-jective variety, and I is an ideal sheaf on Y . Let π : B(I) → Y be the blow up of I.Suppose that ϕ : X → Y is a regular map of quasi projective varieties such that IOX is alocally principal ideal sheaf (there is an affine cover Ui of X such that Γ(Ui, IOX) areprincipal ideals). Then there exists a unique regular mapping ψ : X → B(I) factoring ϕ.
 Proof. Let p ∈ X. Let V be an affine neighborhood of ϕ(p) in Y and U be an affineneighborhood of p in X such that ϕ(U) ⊂ V . Let I = Γ(V, I) ⊂ k[V ]. Since IOX is locallyprincipal, we may assume, by possibly replacing U with a smaller affine neighborhood ofp, that Ik[X] (= ϕ∗(I)k[X]) is a principal ideal.
 Let f0, . . . , fr be a set of generators of the k[V ]-ideal I. Then B(I) = π−1(V ) ⊂ V ×Pris the graph of the rational map V → Pr defined by (f0 : . . . : fr). The projection π :B(I)→ V is a regular birational map, which has the inverse rational map π−1 : V → B(I)defined by π−1 = id × (f0 : . . . , fn). Thus we have a rational map π−1ϕ : U → B(I).Now this rational map is exactly ϕ × (ϕ∗(f0) : . . . : ϕ∗(fr)). The ideal generated byϕ∗(f0), . . . , ϕ∗(fr) in k[U ] is by assumption principal, so, after possibly replacing U witha smaller affine neighborhood of p, there exists some index i such that ϕ∗(fi) generatesthe ideal Ik[X]. Without loss of generality, we may assume that i = 0. Thus there existregular functions hi ∈ k[U ] such that fi = f0hi for i > 0. In particular, ϕ× (ϕ∗(f0) : . . . :ϕ∗(fr)) = ϕ× (1 : h1 : . . . : hr), which is a regular map on U , since the hi are regular onU and 1 is never zero.
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Now the rational map π−1ϕ is uniquely determined, and has at most one regular ex-tension to U . Thus there is a unique extension of ϕ|U to a regular map ψ : U → B(I).
 We can thus construct an affine cover Ui of X and unique extensions ψi : Ui → B(I)of ϕ|Ui. By Proposition 10.10, and since a regular map of a quasi projective variety isuniquely determined by its restriction to a nontrivial open set, the ψi patch to a uniqueregular map ψ : X → B(I) which extends ϕ.
 Proposition 19.2. Suppose that X ⊂ Pm is a projective variety, with homogeneous co-ordinate functions x0, . . . , xm on X. Suppose that ϕ : X → Pn is a rational map, whichis represented by homogeneous elements F0, . . . , Fn ∈ S(X) = k[x0, . . . , xm] of a commondegree d. Let I = (F0, . . . , Fn) ⊂ S(X), and I = I. Suppose that p ∈ X. Then ϕ is regularat p if and only if Ip is a principal ideal in OX,p. In particular, ϕ is a regular map if andonly if I is a locally principal ideal sheaf.
 Proof. Suppose that Ip is a principal ideal for some p ∈ X. Without loss of generality, wemay suppose that p ∈ Xx0 . Then
 I(Xxi) =(F0
 xd0, . . . , Fn
 xd0
 )=(F0(1, x1
 x0, . . . , xm
 x0), . . . , Fn(1, x1
 x0, . . . , xm
 x0))
 ⊂ k[Xxi ] = k[x1x0, . . . , xm
 x0
 ].
 Let I(p) be the ideal sheaf of p in k[Xx0 ]. We have by assumption that Ip = I(Xx0)I(p) is aprincipal ideal in the local ring OX,p = k[Xx0 ]I(p), so that some Fj
 xd0
 generates Ip. Without
 loss of generality, F0
 xd0
 generates this ideal. Thus there exists an affine neighborhood U of p
 contained in Xxi such that F0
 xd0
 generates the ideal I(U) in k[U ]. In particular, there existregular functions hj ∈ k[U ] such that
 Fj
 xd0= hj
 F0
 xd0for all j.
 Now ϕ is represented by (F0
 xd0
 : F1
 xd0
 : . . . : Fn
 xd0
 ) which is equivalent to (1 : h1 : . . . : hn), sothat ϕ is regular at p.
 Now suppose that ϕ is regular at p. Then there exists an affine neighborhood U of p andh0, . . . , hn ∈ k[U ] such that ZU (h0, . . . , hn) = ∅, and ϕ is represented by (h0 : h1 : . . . : hn).Thus
 Fihj = hiFj for all i, j.Without loss of generality, we may assume that p ∈ Xx0 and that U ⊂ Xx0 . We musthave that some hi satisfies hi(p) 6= 0. We may suppose that h0(p) 6= 0. After possiblyreplacing U with a smaller affine neighborhood of p, we may assume that h0(q) 6= 0 for allq ∈ U , so that h0 is a unit in k[U ]. We have that
 Fi
 xd0=hih0
 F0
 xd0
 for all i, so that I(U) =(F0
 xd0, . . . , Fn
 xd0
 )k[U ] is a principal ideal, generated by F0
 xd0. Thus the
 localization Ip = I(U)IU (p) is a principal ideal.
 Theorem 19.3. (Resolution of Indeterminancy) Suppose that X ⊂ Pm is a projectivevariety, with homogeneous coordinate functions x0, . . . , xm on X. Suppose that ϕ : X → Pnis a rational map, which is represented by homogeneous elements F0, . . . , Fn ∈ S(X) =k[x0, . . . , xm] of a common degree d. Let I = (F0, . . . , Fn) ⊂ S(X), and I = I. Let
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π : B(I) → X be the blow up of I, and let ϕ be the rational map ϕ = ϕπ : B(I) → Y .Then ϕ is a regular map.
 Proof. This follows directly from our definition of the blow up B(I) as the graph Γϕ ⊂X × Pn of the rational map ϕ = (F0, . . . , Fn). ϕπ is the projection on the second factorPn.
 20. Divisors
 20.1. Divisors and the class group. Suppose that X is a nonsingular quasi projectivevariety. A prime divisor on X is an irreducible codimension one subvariety E of X. Adivisor on X is a formal sum D =
 ∑aiEi where Ei are prime divisors on X and ai ∈ Z.
 Let Div(X) be the group (under addition) of divisors on X. Div(X) is the free abeliangroup on the set of prime divisors of X. The support of a divisor D =
 ∑aiEi is the
 algebraic set in X
 suppD = ∪ai 6=0Ei.
 Suppose that D1, D2 are divisors on X. We will say that D1 ≥ D2 if D1−D2 =∑aiEi
 where all ai are nonnegative. A divisor D such that D1 ≥ 0 is called effective.Now suppose that E is a prime divisor of X. We associate to E a local ring which we will
 denote by OX,E (we are once again stretching our machinery and definitions in definingthis “stalk” of OX at something which is not a point in the sense that we understand it).
 Let p ∈ E be a point, and let U be an affine neighborhood of p in X. Let I be theideal of E ∩ U in k[U ] (that is, let I = IE(U) where IE is the ideal sheaf of E in X).I is a height one prime ideal in k[U ]. Let I(p) be the ideal of the point p in U , whichis a maximal ideal in k[U ]. Now OX,p = k[U ]I(p) and the stalk (IE)p is the localizationII(p). Thus (IE)p = II(p) is a height one prime ideal in OX,p. We define OX,E to be thelocalization (OX,p)(IE)p
 . Let us verify that this ring is well defined (independent of choiceof point p ∈ E). We have that k[U ]I = (OX,p)(IE)p
 for any p ∈ U ∩ E since I ⊂ I(p).Since E is a variety it is connected, so covering E with a union of affine open subsets ofX, we see that this construction is independent of p ∈ E. Now OX,p is a regular local ring,since X is nonsingular, so the localization OX,E is a regular local ring (the localizationof a regular local ring at a prime ideal is regular, Theorem 19.3 [19]). Further, OX,E hasdimension one, so that the maximal ideal of OX,E is generated by one element t. Thereexists an affine open subset V of X such that V ∩ E 6= ∅ and IE(V ) = (t). Suppose that0 6= f ∈ k(X). Then we can (uniquely) write f = tnu where u ∈ OX,E is a unit, andn ∈ Z. We may thus define a map
 νE : k(X) \ 0 → Z
 by νE(f) = n if f = tnu where u is a unit in OX,E . νE has the properties that νE(fg) =νE(f)+νE(g) for f, g ∈ k(X)\0 and νE(f+g) ≥ minν(f), ν(g). Making the conventionthat ν(0) =∞, this tells us that νE is a valuation of k(X) with valuation ring
 OX,E = f ∈ k(X) | ν(f) ≥ 0.Going back to an affine open subset V of X such that t = 0 is an equation of E ∩V , we
 see that an element f ∈ k[V ] has νE(f) = n if and only if tn divides f and no higher powerof t divides f in k[V ]. Thus n is nonnegative, and n represents the order of vanishing off along E; that is, the order of E as a “zero” of f . Also, n represents the order of E asa “pole” of 1
 f . Since any element of k(X) \ 0 is a quotient of elements of k[U ], we caninterpret νE(f) as the order of the zero of f along E if νE(f) > 0, and −νE(f) as the
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order of the pole of f along E if νE(f) < 0. If νE(f) = 0, then E is neither a zero or poleof f . This thinking in terms of zeros and poles is probably most intuitive when X is acurve, so that a divisor is a point, and OX,E is a local ring of a point.
 Lemma 20.1. Suppose that X is a nonsingular quasi projective variety, and 0 6= f ∈k(X). Then there are at most a finite number of prime divisors E on X such that νE(f) 6=0.
 Proof. Since every quasi projective variety has an open cover by a finite number of affineopen sets, we reduce to the case when X is affine. Write f = g
 h where g, h ∈ k[X].Now ZX(g) has only a finite number of irreducible components, and νE(g) = 0 unlessE is an irreducible component of ZX(g). The same statement holds for h, and sinceνE(f) = νE(g)− νE(h), we have the statement of the lemma.
 We may thus define the divisor of a function 0 6= f ∈ k(X) (where X is a nonsingularquasi projective variety) to be
 (f)X =∑
 E∈Div(X)
 νE(f)E ∈ Div(X).
 The divisor of zeros of f is
 (f)0 =∑
 E∈Div(X)|νE(f)>0
 νE(f)E,
 and the divisor of poles of f is
 (f)∞ =∑
 E∈Div(X)|νE(f)<0
 −νE(f)E,
 so that(f) = (f)0 − (f)∞.
 A divisor D is called principal if D = (f) for some f ∈ k(X).We define an equivalence relation ∼ on Div(X) by D1 ∼ D2 if there exists 0 6= f ∈ k(X)
 such that (f)X = D1 −D2. Now we define the divisor class group of (a nonsingular quasiprojective variety) to be
 Cl(X) = Div(X)/ ∼ .
 20.2. The sheaf associated to a divisor. Suppose that D is a divisor on a nonsingularquasi projective variety X, and suppose that U is an open subset of X. For D =
 ∑aiEi
 a divisor on X and U an open subset of X, we define the divisor D ∩ U on U to be
 D ∩ U =∑
 Ei|Ei∩U 6=∅
 ai(Ei ∩ U).
 We define the presheaf OX(D) of “functions whose poles are bounded by D” by
 Γ(U,O(XD)) = f ∈ k(X) | (f)U +D ∩ U ≥ 0for U an open subset of X. Here we use the convention that νE(0) = ∞ for all primedivisors E, so we have 0 ∈ Γ(U,O(D)) for all D and U .
 Each Γ(U,OX(D)) is a group since for f, g ∈ k(X), and prime divisor E on X, νE(f +g) ≥ minνE(f), νE(g), and νE(−f) = νE(f).
 Lemma 20.2. OX(D) is a sheaf of OX-modules76
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Proof. To show that OX(D) is a sheaf, we verify that the sheaf axioms hold. Suppose thatU is an open subset of X and Ui is an open cover of U , and we have fi ∈ Γ(Ui,OX(D))such that fi and fj have the same restriction in Γ(Ui∩Uj ,OX(D)) for all i, j. Now for anyopen subset V of X we have that Γ(V,OX(D)) is a subset of k(X), so we must have thatfi = fj (as elements of k(X)). Let f be this common element. Then (f)U ∩Ui+D∩Ui ≥ 0for all i, and the fact that Ui is an open cover of U , so that each component of D ∩ Umust intersect some Ui non trivially, implies (f)U +D ∩ U ≥ 0. Thus f ∈ Γ(U,OX(D)).
 Suppose that Ui is an open cover of an open set U , and f ∈ Γ(U,OX(D)) is anelement such that the restriction of f is zero in Γ(Ui,OX(D)) for all i. Then we have thatf = 0 as an element of k(X), so f = 0 in Γ(U,OX(D)).
 For U an open subset of X, and f ∈ Γ(U,OX), we have that νE(f) ≥ 0 for all divisorsE on X such that U ∩ E 6= ∅. Thus Γ(U,OX(D)) is a Γ(U,OX) module.
 Lemma 20.3. Let 0 be the divisor 0. Then OX(0) = OX .
 Proof. Suppose that U is an open subset of X, f ∈ OX(U), and E is a prime divisor suchthat U ∩ E 6= ∅. Then there exists p ∈ U ∩ E. Now f ∈ OX,p implies f ∈ OX,E (whichis a localization of OX,p), so that νE(f) ≥ 0. Thus (f)U ≥ 0, so that f ∈ OX(0)(U). Wehave established that OX ⊂ OX(0), so it suffices by Proposition 18.9, to show that forall p ∈ X, OX,p = OX(0)p. f ∈ OX(0)p implies νE(f) ≥ 0 for all prime divisors E of Xwhich contain p. Thus f ∈ (OX,p)a for all height one prime ideals a of OX,p. We have thatOX,p is a regular local ring since p is a nonsingular point of X, so that OX,p is a normallocal ring by Theorem 17.15. Thus ∩a (OX,p)a = OX,p, where the intersection is over theheight one prime ideals a of OX,p by Theorem 11.5 [19], so f ∈ OX,p.
 Lemma 20.4. OX(D) is a coherent sheaf.
 Proof. Let D = a1E1 + · · · + anEn. Suppose that p ∈ X. Since p is a regular pointon X, every Ei such that p ∈ Ei has a local equation fi at p (Corollary 17.22). Ifp 6∈ Ei, then fi = 1 is a local equation of Ei at p. Let Up be an affine neighborhoodof p such that Γ(Up,OX(−Ei)) = Γ(Up, IEi) = (fi) for all i. (Here (fi) means the idealin k[Up]). Let f = fa1
 1 · · · fann . Then (f)Up = D ∩ Up. Suppose that U ⊂ Up is an
 open subset, and g ∈ Γ(U,OX(D)). Then (g)U ≥ −D ∩ U . We compute (fg)U =(f)U + (g)D ≥ D ∩ U − D ∩ U = 0. Thus fg ∈ Γ(U,OX(0)) = Γ(U,OX) by Lemma20.3, so that g ∈ 1
 f Γ(U,OX). Conversely, if h ∈ Γ(U,OX), then (hf )U ≥ −(f)U , so thathf ∈ Γ(U,OX(D)). In summary, we have that Γ(U,OX(D)) = 1
 f Γ(U,OX) for all opensubsets U of Up, so that we have equality of sheaves
 OX(D) | Up =1fOUp .
 The fact that there exists an open cover Ui of X and fi ∈ k(X) such that expressions
 (48) OX(D) | Ui =1fiOUi .
 for all i tells us that OX(D) is an “invertible sheaf” of OX -modules.We have that the fi are “local equations” for D in the sense that (fi)Ui = D ∩ Ui for
 all i.77
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Proposition 20.5. Suppose that D1 and D2 are divisors on X. Then D1 ∼ D2 if andonly if OX(D1) ∼= OX(D2) as sheaves of OX-modules.
 Proof. Suppose that D1 ∼ D2. Then there exists g ∈ k(X) such that (g) = D1 − D2.Multiplication by g thus gives us a OX -module isomorphism OX(D1)→ OX(D2) since forf ∈ k(X) and U an open subset of X, (f)U +D1 ≥ 0 if and only if (fg)U +D2 ∩ U ≥ 0.
 Suppose that ϕ : OX(D1) → OX(D2) is a OX -module isomorphism. For p ∈ X, theOX,p-module homomorphism ϕp : OX(D1)p → OX(D2)p extends uniquely to a k(X)-module isomorphism ψp : k(X) → k(X), since the localizations (OX(Di)p)p = k(X) for
 i = 1, 2 (where p is the zero ideal in OX,p). The map ψp is defined by ϕp(fg ) = ϕp(f)g for
 f ∈ O(D)p and g ∈ OX,p.Suppose that U is an affine open subset of X such that OX(Di) | U = 1
 fiOU for some
 fi ∈ k(X) for i = 1, 2. Then
 (49) Γ(U,OX(Di)) =1fik[U ] for i = 1, 2.
 For g ∈ k[U ], We have that Γ(U,ϕ)( gf1 ) = guf2
 for some fixed unit u ∈ k[U ]. Localizing atthe zero ideal of k[Ui] gives us a unique extension of Γ(U,ϕ) to a k(X)-module isomorphismk(X)→ k(X). But this extension must agree with our extensions ψp for all p ∈ U (sinceOX(Di) are coherent). Since X is connected, all of our extensions ψp agree. A nonzerok(X)-module homomorphism k(X) → k(X) is multiplication by a non zero element ofk(X). Thus there exists a nonzero element g ∈ k(X) such that for all open U in X,the Γ(U,OX)-module isomorphism Γ(U,ϕ) : Γ(U,OX(D1)) → Γ(U,OX(D2)) is given bymultiplication by g. This tells us that for any f ∈ k(X) and open subset U of X,(f)U +D1 ∩ U ≥ 0 if and only if (gf)U +D2 ∩ U ≥ 0.
 By consideration of affine open subsets U on which an expression (49) holds, we havethat (g)U = (f2f1 )U = (D1 −D2)U . Thus (g) = D1 −D2 so that D1 ∼ D2.
 Definition 20.6. Suppose that X is a quasi projective variety, and F is a sheaf of OX-modules. F is said to be locally invertible if there exists an open cover Ui of X andOUi-module isomomorphisms ϕi : OUi → F|Ui for all Ui in the cover.
 Theorem 20.7. Suppose that X is a nonsingular quasi projective variety, and L is aninvertible sheaf on X. Then there exists a divisor D on X such that L ∼= OX(D) asOX-modules.
 Proof. Since X is Noetherian, X has a finite cover U1, . . . , Ur with OUi-isomorphismsϕi : OUi → L|Ui. Let σi = ϕi(Ui)(1) ∈ L(Ui). Then L = OUiσi is a free OUi-modulewhich is generated by σi. Thus
 L|Ui ∩ Uj = OUi∩Ujσi = OUi∩Ujσj
 and there exists a unique unit gij ∈ OX(Ui ∩ Uj) ⊂ k(X) such that σi = gijσj . Thusσi = gijgjiσi implies
 (50) gji = g−1ij .
 σi = gijσj = gijgjkσk implies
 (51) gik = gijgjk.
 We compute
 (gi1)Ui∩Uj = (gijgj1)Ui∩Uj = (gij)Ui∩Uj + (gj1)Ui∩Uj = (gj1)Ui∩Uj .78

Page 79
                        

since gij is a unit in OX(Ui ∩ Uj). Thus there exists a unique divisor D on X such that
 D ∩ Ui = (gi1)Ui for 1 ≤ i ≤ r,and we have that
 OX(−D)|Ui = gi1OUi for 1 ≤ i ≤ r.We have a natural inclusion of OX -modules L ⊂ k(X)σ1. For all i, we have
 L|Ui = OUiσi = gi1OUiσ1 = (OX(−D)|Ui)σ1.
 Thus L = OX(−D)σ1∼= OX(−D).
 Lemma 20.8. Suppose that X is a nonsingular quasi projective variety and I is a nonzeroideal sheaf on X. Then there exists an effective divisor D on X and an ideal sheaf J onX such that the support of OX/J has codimension ≥ 2 and I = OX(−D)J .
 Proof. We begin with some remarks about rings. Suppose that R is a local ring of analgebraic variety and I is a nonzero ideal in R. Let d be the dimension of R. Then thefollowing are equivalent:
 1. The ring R/I has dimension d− 1,2. I has height 1 in R,3. There exists a height one prime p in R such that I ⊂ p.
 If we further have that R is a UFD, then a height one prime ideal p = (g) where g is anirreducible in R, so that I ⊂ p if and only if I = gJ for some ideal J of R. Thus, assumingthat R is a UFD, we have that there exists a nonzero element f ∈ R and an ideal J in Rsuch that J has height ≥ 2 in R and I = fJ .
 Now we prove the lemma. There exists an effective divisor D =∑aiEi on X such that
 (52) OX(−D)η = Iηwhenever η is the generic point of a codimension one subvariety of X. Suppose that p ∈ X.Then OX,p is a regular local ring, and hence a UFD. Thus there exists fp ∈ OX,p and anideal Jp in OX,p such that Jp has height ≥ 2 and
 (53) Ip = fpJp.
 Comparing (52) and (53), we have that OX(−D)p = fpOX,p for all p ∈ X. Set J =IOX(D). We have that Jp = Jp for all p ∈ X. In particular, J is an ideal sheaf in Xsuch that OX/J has codimension ≥ 2 and I = OX(−D)J .
 20.3. Divisors associated to Forms. Suppose that X ⊂ Pn is a nonsingular projectivevariety. Let x0, . . . , xn be homogeneous coordinates on X, so that S(X) = k[x0, . . . , xn].Suppose that F ∈ S(X) is a homogeneous form of degree d. We associate to F an effectivedivisor Div(F ) on X as follows. Let
 fi =F
 xdi∈ k(X) for 0 ≤ i ≤ n.
 We have that
 fj = fi
 (xixj
 )d.
 Let Ui = Dxi for 1 ≤ i ≤ r, so that U1, . . . , Ur is an affine cover of X. We have that
 fi ∈ OX(Ui) = k
 [x0
 xi, . . . ,
 xnxi
 ],
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for all i, and xixj
 is a unit in
 OX(Ui ∩ Uj) = k
 [x0
 xi, . . . ,
 xnxi,xixj
 ].
 We have that(fi)Ui∩Uj = (fj)Ui∩Uj
 for all i, j, so that there is a unique divisor E on X such that
 EUi = (fi)Ui for 1 ≤ i ≤ n.We define
 Div(F ) = E.
 Div(F ) ≥ 0 since (fi)Ui ≥ 0 for all i, as fi ∈ OX(Ui) for all i.
 20.4. Calculation of some class groups.
 Example 20.9. CL(An) = (0).
 Proof. Suppose that E is a prime divisor on An. Then the ideal of E, I(E) is a height oneprime ideal in the polynomial ring k[An]. Since k[An] is a UFD, I(E) is a principal ideal,so there exists f ∈ k[An] such that (f) = E.
 Example 20.10. CL(Pn) ∼= Z.
 Proof. For every irreducible form F ∈ S, Z(F ) is a prime divisor on Pn. Suppose thatE is a prime divisor onPn. Let I(E) be the homogeneous prime ideal of E in S =S(Pn)[k[x0, . . . , xn]. Since S is a polynomial ring and I(E) is a height one prime ideal inS, we have that I(E) is a principal ideal. Thus there exists an irreducible homogeneousform F ∈ S such that I(E) = (F ). Now another form G in S is a generator of I(E) if andonly if F = λG where λ is a unit in E; that is, λ is a nonzero element of k. We can thusassociate to E the number d which is called the degree of E.
 Thus we can define a group homomorphism
 deg : Div(Pn)→ Zby stipulating that degE = d if E is a prime divisor of degree d, and
 deg(∑
 aiEi) =∑
 ai deg(Ei).
 Suppose that f ∈ k(Pn) = k(x1x0, . . . , xn
 x0). Then we can write f = F
 G where F and G
 are homogeneous forms of a common degree d, and F , G are relatively prime in S (sinceS is a UFD). This expression is unique up to multiplying F and G by a common nonzeroelement of k. Since S is a UFD and F , G are homogeneous, there are factorizations
 F =∏
 Fj , G =∏
 Gj
 where Fj and Gj are irreducible in S. Let Dj = Z(Fj) and Ej = Z(Gj). Let Ui = D(xi) ∼=An for 0 ≤ i ≤ n. Then
 (f) ∩ Ui = (F
 xdi) ∩ Ui − (
 G
 xdi) ∩ Ui =
 ∑Dj ∩ Ui −
 ∑Ej ∩ Ui.
 Thus(f) =
 ∑Dj −
 ∑Ej ,
 anddeg(f) =
 ∑degDj −
 ∑degEj = d− d = 0.
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Thus we have a well defined group homomorphism
 deg : CL(Pn)→ Z.
 deg is onto since a linear form has degree 1, so the associated prime divisor has degree 1.Suppose that D is a divisor on Pn which has degree 0. Write
 D =∑
 Dj −∑
 Ej
 where Dj and Ej are prime divisors, and∑
 degDj =∑
 degEj . Let d be this commondegree.
 Let Fj be homogeneous forms such that I(Fj) = Dj , and let Gj be homogeneous formssuch that I(Gj) = Ej . Then F =
 ∏Fj has degree d and G =
 ∏Gj has degree d, so
 f = FG ∈ k(Pn). We have that
 (f) =∑
 Z(Fj)−∑
 Z(Gj) = D.
 Thus the class of D is zero in Cl(Pn).
 Example 20.11. CL(Pm × Pn) ∼= Z× Z.
 The method of the previous example applied to the bihomogeneous coordinate ringof Pm × Pn proves this result. Let S = k[x0, . . . , xm, y0, . . . , yn] be the bihomogeneouscoordinate ring of Pm × Pn. Then prime divisors on Pm × Pn correspond to irreduciblebihomogeneous forms in S. Associated to a form is a bidegree (d, e). Using the fact thatS is a UFD, we argue as in the previous example that this bidegree induces the desiredisomorphism.
 A consequence of this example is that the group Cl(Pm × Pn) is generated by a primedivisor L1 of bidegree (1, 0), and a prime divisor L2 of bidegree (0, 1). L1 is equal toH1×Pn, where H1 is a linear subspace of codimension 1 in Pm, and L2 = Pm×H2 whereH2 is a linear subspace of codimension 1 in Pn.
 A particular example is P1 × P1. Here L1 = p × P1 and L2 = P1 × q where p, q areany points in P1.
 Lemma 20.12. (Theorem 1, page 158 [28]) Suppose that D is a divisor on a nonsingularquasi projective variety X, and p1, . . . , pm ∈ X are a finite set of points. Then there existsa divisor D′ on X such that D′ ∼ D and pi 6∈ SuppD′ for i = 1, . . . ,m.
 Suppose that ϕ : X → Y is a regular map of nonsingular quasi projective varieties. Wewill define a natural group homomorphism ϕ∗ : Cl(Y )→ Cl(X).
 Let Z be the Zariski closure of ϕ(X) in Y . Suppose that D is a divisor on Y . Then byLemma 20.12, there is a divisor D′ on Y such that D ∼ D′ and Z is not contained in thesupport of D′. Write D′ =
 ∑aiEi −
 ∑bjFj , where the ai, bj are positive and the Ei, Fj
 are all distinct.We will define a divisor ϕ∗(D′) on X. Let Ui be an affine open cover of Y and
 fi ∈ k(Y ) be such that (fi) ∩ Ui = D′ ∩ Ui for all i. After replacing the cover Uiwith a refinement, we may for all i write fi = gi
 hiwhere gi and hi are regular on Ui, and
 (gi)Ui =∑aj(Ej ∩ Ui), and (hi)Ui =
 ∑bj(Fj ∩ Ui). Since Z is not contained in any
 of these divisors, the restrictions gi and hi of gi and hi to Ui ∩ Z are nonzero regularfunctions. Thus we have an induced rational function gi
 hi∈ k(Z).
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Let Vi = ϕ−1(Ui), which gives an open cover of X. Let λi = ϕ∗( gi
 hi), where ϕ : X → Z
 is the dominant map induced by ϕ, with inclusion of function fields ϕ∗ : k(Z) → k(X).We define ϕ∗(D′) to be the divisor on X determined by the conditions
 ϕ∗(D′) ∩ Vi = (ϕ∗(gihi
 )) ∩ Vi
 over the open cover Vi of X.If D′′ is another divisor whose support does not contain Z such that D ∼ D′′, then
 there exists f ∈ k(Y ) such that (f) = D′ − D′′. Since the support of (f) contains nocomponent of Z, f restricts to a nonzero element f of k(Z). By our construction, we havethat (ϕ∗(f)) = ϕ∗(D′)− ϕ∗(D′′).
 Thus we have a well defined group homomorphism ϕ∗ : Cl(Y ) → Cl(X), defined bytaking ϕ∗(D) to be the class of ϕ∗(D′), for any divisor D′ on Y whose support does notcontain ϕ(Y ). We will write ϕ∗(D) ∼ ϕ∗(D′), even though ϕ∗(D) may only be defined upto equivalence class. However, the divisor ϕ∗(D′) is actually a well defined divisor on X.
 A particular case of this construction is the inclusion i : X → Y of a subvariety of Xinto Y . Then the map i∗ on class groups can be considered as a restriction map: given adivisor D on Y , find a divisor D′ linearly equivalent to D whose support does not containX, and define i∗(D) to be the class of D′ ∩ X (of course a prime divisor on Y mightintersect X in a sum of prime divisors).
 Example 20.13. Suppose that X is a nonsingular surface, and p ∈ X is a point. Letπ : B → X be the blow up of p, with exceptional divisor π−1(p) = E ∼= P1. Let i : E → Xbe the inclusion. Then i∗(E) ∼ −q where q is a point on E.
 Proof. Let L be a curve on X which contains p and such that L is nonsingular at p. Thereexists a divisor D on X such that L ∼ D and p 6∈ supp(D). Let L′ be the strict transformof L on B. Then π∗(L) = L′ + E, and π∗(D) ∼ π∗(L). Thus i∗(π∗(L)) ∼ i∗(π∗(D)) ∼ 0,since supp(π∗(D))∩E = ∅. Thus i∗(E) ∼ i∗(−L′) = −q, where q is the intersection point(with multiplicity) of E and L′.
 Theorem 20.14. (Lefschetz) Suppose that H is a nonsingular variety which is a codimen-sion 1 subvariety of Pn for some n ≥ 4. Then the restriction homomorphism CL(Pn) ∼=Z→ CL(H) is an isomorphism.
 Proofs can be found on page 156 and 163 of [11] over C, and for general fields in [12]and [14]. Since T = Z(xy − zw) ⊂ P3 is isomorphic to P1 × P1, which has class groupZ × Z, we see that the theorem fails for n < 4. The Segre embedding of P1 × P1 into P3
 is the map ϕ = (x0y0 : x1y0 : x0y1 : x1y1). This map is induced by the correspondinghomomorphism
 ϕ∗ : S(P3) = k[x, y, z, w]→ S(P1 × P1) = k[x0, x1, y0, y1]
 of coordinate rings.Let L be a form of degree 1 on P3. Then ϕ∗(L) is a bihomogeneous form of bidegree
 (1, 1) in S(P1×P1). Thus the divisor ϕ∗(L) has bidegree (1, 1) on P1×P1. Since the classof L generates Cl(P3), we have that the restriction map
 Λ : Cl(P3) ∼= Z→ Cl(T ) ∼= Z2
 is given by Λ(n) = (n, n) for n ∈ Z. So a divisor of degree n on P3, whose support does notcontain T , restricts to a divisor on T which is linearly equivalent to n(p×P1 +P1×q)for any points p, q ∈ P1.
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20.5. The class group of a curve. Suppose that X is a nonsingular projective curve.A divisor on D is then a sum D =
 ∑ri=1 aipi where pi are points on X and ai ∈ Z. The
 degree of the divisor D is deg(D) =∑r
 i=1 ai.If X and Y are nonsingular projective curves, and ϕ : X → Y is a nonconstant regular
 map, then ϕ is surjective and finite (by Corollary 17.27). The degree of ϕ is defined to bethe degree of the finite field extension deg(ϕ) = [k(X) : k(Y )].
 Lemma 20.15. Let p1, . . . , pr ∈ X, and set
 R = ∩ri=1OX,pi ,
 where the intersection is in k(X). Then R is a principal ideal domain. There exist elementsti ∈ R such that
 (54) νpi(tj) = δij for 1 ≤ i ≤ j ≤ r.If u ∈ A, then
 (55) u = tl11 · · · tlrr v
 where li = νpi(u) and v is invertible in R.
 Proof. Let ui be a regular parameter in the one dimensional regular local ring OXi,pi .Then νpi(ui) = 1, so that (ui) = pi +D where D is a divisor on X such that pi does notappear in D. By Lemma 20.12, there exists a divisor D′ on X such that the support ofX ′ is disjoint fromp1, . . . , pr; that is there exists a rational function fi ∈ k(X) such that(fi) = D′ −D. Let ti = uifi. Then (ti) = pi +D′, so that the equations (54) hold.
 Let u ∈ R, and set li = νpi(u). We necessarily have that li ≥ 0 for all i. Let v =ut−l11 · · · t−lrr . We have that νpi(v) = 0 for all i. Since
 OX,pi = f ∈ k(X) | νpi ≥ 0,we have that v and v−1 are in OX,pi for all i. Thus v, v−1 ∈ R, so that v is a unit in R.We thus have the expression (55) for u.
 We will now show that R is a principal ideal domain. let I be an ideal in R. let
 li = infνpi(u) | u ∈ R
 for 1 ≤ i ≤ r. Set a = tl11 · · · tlrr , and let J = aR. For u ∈ I we have that νpi(ua ) ≥ 0,
 so that ua ∈ R, and thus u ∈ J . Thus I ⊂ J . We will now show that J ⊂ I. Let
 J ′ = ua−1 | u ∈ I. J ′ is an ideal in R, and infνpi(v) | v ∈ J ′ = 0 for 1 ≤ i ≤ r.Hence for 1 ≤ i ≤ r, there exists ui ∈ J ′ such that νpi(ui) = 0; that is, ui(pi) 6= 0. letc =
 ∑rj=1 ujt1 · · · tj · · · tr ∈ J ′. then c(pi) 6= 0 for all i, so that νpi(c) = 0 for all i. Thus c
 is a unit in R so that J ′ = R. Thus I = aJ ′ = aR is a principal ideal.
 Since ϕ : X → Y is finite, it is surjective, and the preimage of every point of Y in Xis a finite set (by Theorems 15.5, 4.12 and 4.11). Suppose that q ∈ Y . Let ϕ−1(q) =p1, . . . , pr. Let V be an affine neighborhood of q. Then U = ϕ−1(V ) is an affine opensubset of X and ϕ : U → V is finite (by Theorem 15.5).
 Lemma 20.16. LetR = ∩ri=1OX,pi .
 ThenR = k[U ]OY,q,
 where the product is in k(X), and we identify OY,q with its image in k(X) by ϕ∗.83
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Proof. We have that OY,q ⊂ OX,pi for all i and k[U ] ⊂ OX,pi for all i, since pi ∈ U for alli, so that k[U ]OY,q ⊂ R.
 Suppose that f ∈ R. Let z1, . . . , zs ∈ X be the poles of f on U . Let wi = ϕ(zi) for1 ≤ i ≤ s. f is regular at the points ϕ−1(q) = p1, . . . , pr since f ∈ R. There exists afunction h ∈ k[V ] such that h(q) 6= 0 and h(wi) = 0 for all i (for instance by Lemma 16.7).Replacing h with a sufficiently high power of h, we then also have that hf ∈ OX,zi for alli. Thus hf has no poles on U , so that
 hf ∈ ∩c∈UOX,q = OX(U) = k[U ].
 Since 1h ∈ OY,q, we have that f ∈ k[U ]OY,q. Thus R ⊂ k[U ]OY,q.
 Theorem 20.17. Let ϕ−1(q) = p1, . . . , pr and R = ∩ri=1OX,pi. Then R is a free OY,q-module of rank n = deg(ϕ).
 Proof. Since k[U ] is a finitely generated k[V ]-module, and OY,q is a localization of k[V ], wehave that R = k[Y ]OY,q is a finitely generated OY,q-module. By the classification theoremfor finitely generated modules over a principal ideal domain (Theorem 3.10 [16]), the OY,q-module R is a direct sum of a finite rank free OY,q-module and a torsion OY,q-module.Since R and OY,q are contained in the field k(X), R has no OY,q torsion, so that R is afree OY,q-module of finite rank.
 Suppose that f1, . . . , fm is a basis of the free OY,q-module R, and m ≥ n = deg(ϕ).Then f1, . . . , fm are linearly dependent over k(Y ). Clearing denominators in a dependencerelation over k(Y ) gives a dependence relation over OY,q. Thus m ≤ n. Let α1, . . . , αnbe a basis of k(X) over k(Y ). Let l be the maximum of the order of a pole of one ofthe αi at the pj . Let t be a local parameter at q (a generator of the maximal ideal ofOY,q). Then the functions tlαi have no poles in the set ϕ−1(q). Thus the tlαi are in R forall i. Now the tlα1, . . . , t
 lαn can satisfy no nontrivial relation over OY,q, since there arelinearly independent over the quotient field k(Y ) of OY,q. Thus they are a basis of R as aOY,q-module.
 Theorem 20.18. Suppose that ϕ : X → Y is a regular map of nonsingular projectivecurves. Then degϕ∗(q) = degϕ for every q ∈ Y .
 Proof. Let t be a local parameter at q in Y , and ϕ−1(q) = p1, . . . , pr. Let R = ∩ri=1OX,pi .Let t1, . . . , tr ∈ R be the generators of the r distinct maximal ideals mi = (ti) of R, foundin Lemma 20.15. Then any two distinct ti, tj cannot be contained in and mi. Thus theideal (ti, tj) is not contained in a maximal ideal of R, so that (ti, tj) = R; that is, ti andtj are coprime in R.
 By Lemma 20.15, we have that t = tl11 · · · tlrr v where v is a unit in R and li = νpi(t).Thus
 ϕ∗(q) =∑
 lipi and degϕ∗(q) =∑
 li.
 Since the ti are pairwise coprime, we have by the Chinese remainder theorem (page 107[16]) that
 R/tR ∼=r⊕i=1
 R/tlii R.
 We will now show that for every i, every w ∈ R has a unique expression
 (56) w ≡ α0α1ti + · · ·+ αli−1tli−1i (mod) tlii
 with α0, . . . , αli−1 ∈ k.84
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We prove this formula by induction. Suppose that it has been established that w has aunique expression
 w ≡ α0 + α1ti + · · ·+ αs−1ts−1i (mod) tsi
 with α0, . . . , αs−1 ∈ k. Then v = t−si (w−α0α1ti+ · · ·+αs−1ts−1i ) ∈ R. Let v(pi) = αs ∈ k.
 Then νpi(v − αs) > 0, so that v ≡ αs mod (ti) by Lemma 20.15. Thus
 w ≡ α0α1ti + · · ·+ αstsi (mod) ts+1
 i ,
 establishing (56).From (56), we see that dimk R/(t
 lii ) = li for all i, so that
 dimk R/(t) =r∑i=1
 li = degϕ∗(q).
 Now by Theorem 20.17, we have OY,q-module isomorphisms R/(t) ∼= (OY,q/(t))n ∼= kn,from which we conclude that dimk R/(t) = n = degϕ.
 Corollary 20.19. The degree of a principal divisor on a nonsingular projective curve Xis zero.
 Proof. Suppose that f ∈ k(X) is a nonconstant rational function. The inclusion of functionfields k(P1) = k(t)→ k(X) defined by mapping t to f determines a nonconstant rationalmap ϕ : X → P1, which is a regular map since X is a nonsingular curve. We have arepresentation ϕ = (f : 1). ϕ∗(0) = (f)0 and ϕ∗(∞) = (f)∞. By Theorem 20.18,
 deg(f) = deg(f)0 − deg(f)∞ = degϕ∗(0)− degϕ∗(∞) = degϕ− degϕ = 0.
 Corollary 20.20. Suppose that X is a nonsingular projective curve. Then the surjectivegroup homomorphism deg : Div(X) → Z induces a surjective group homomorphism deg :CL(X)→ Z.
 Let X be a nonsingular curve and let CL0(X) be the subgroup of CL(X) of classes ofdivisors of degree 0. By the above corollary, there is a short exact sequence of of groups
 0→ CL0(X)→ CL(X)deg→ Z→ 0.
 Corollary 20.21. Suppose that X is a nonsingular projective curve. Then CL0(X) = (0)if and only if X ∼= P1. In fact, if X is a nonsingular projective curve, and p, q ∈ X aredistinct points such that p ∼ q, then X ∼= P1.
 Proof. We proved in Example 20.10 that CL0(P1) = (0). Suppose that X is a nonsingularcurve, and p, q ∈ X are distinct points such that p ∼ q. Then there exists f ∈ k(X)such that (f) = p − q. The inclusion of functions fields k(P1) = k(t) → k(X) defined byt 7→ f determines a rational map ϕ : X → P1, represented by (f : 1). Now ϕ∗(0) = p,so degϕ = 1 by Theorem 20.18. Thus ϕ∗ : k(t) → k(X) is an isomorphism, and so ϕ isbirational. Thus ϕ is an isomorphism by Corollary 17.26, since X and P1 are nonsingularprojective curves.
 Proposition 20.22. Suppose that Q is an irreducible quadric in P2. Then Q ∼= P1, sothat CL(Q) ∼= Z.
 A proof of the Proposition can be deduced from the classification of affine quadric curvesin last semester’s HW.
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Proposition 20.23. (Theorem 1, page 157, Theorem 3, page 180 [28]) Suppose that Cis an irreducible, nonsingular cubic curve in P3, and p0 ∈ C. Then the map (of sets)C → CL0(C) defined by p 7→ p − p0 is a bijection. The operations of the group law on Cinduced by this map are regular maps.
 20.6. Divisors, Rational Maps and Linear Systems. Let X be a nonsingular varietyand ϕ : X 99K Pn be a rational mapping. We may represent ϕ by an expression
 ϕ = (f0 : . . . : fn)
 with f0, . . . , fn ∈ k(X). We assume that none of the fi are the zero map. Let
 Di := (fi) =m∑j=1
 kijCj
 where the Cj are prime divisors on X.Define the divisor
 D = gcd(D0, . . . , Dn) =∑
 kjCj , where kj = minikij .
 Thus Di −D ≥ 0 for all i.
 Lemma 20.24. Suppose that p ∈ X. Then ϕ is regular at p if and only if p ∈ ∩ni=0supp(Di−D).
 Proof. ϕ is regular at p if and only if there exists α ∈ k(X) such that αfi ∈ OX,p for alli, and there exists j such that αfj(p) 6= 0.
 Suppose that such an α ∈ k(X) exists. Then νE(αfi) ≥ 0 for all i and prime divisorsE which contain p, and νE(αfj) = 0 for all prime divisors E which contain p. Thus thereexists an open neighborhood U of p such that (αfi)U ≥ 0 for all i, and (αfj)U = 0. Thus(α)U = −(fj)U = −Dj ∩ U . Further, (Di − Dj) ∩ U = (αfi)U = Di ∩ U − Dj ∩ U ≥ 0,so that Di ∩ U ≥ Dj ∩ U for all i. This is only possible if Dj ∩ U = D ∩ U , so thatp 6∈ ∩ni=0supp(Di −D).
 Now suppose that p 6∈ ∩ni=0supp(Di −D). Then there exists Ds such that ksi = ki forall i such that p ∈ Ci. Let gj ∈ OX,p be local equations of Cj at p. Then each fi has anexpression ∏
 j
 gkij
 j
 ui, with ui ∈ OX,p a unit (ui(p) 6= 0).
 Let α =∏j g−kj
 j . Then α is a local equation for the divisor D at p. Suppose that E is aprime divisor on X such that p ∈ E. Then
 νE(αfi) = νE(α) + νE(fi) =
 0 if E ∩ U 6= Cj ∩ U for any Cj ,kij − kj if E ∩ U = Cj ∩ U for some Cj ,
 where U is a sufficiently small affine neighborhood of p inX. In particular, αfi ∈ OX(0)p =OX,p for all i, and (αfs)−1 ∈ OX(0)p = OX,p, so that αfs is a unit, and thus it does notvanish at p, so that ϕ is regular at p.
 Suppose that X is a nonsingular projective variety, and D is a divisor on X. Then
 Γ(X,OX(D)) = f ∈ k(X) | (f) +D ≥ 086
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is a finite dimensional vector space over k, by Theorem 18.21, since OX(D) is coherent(Lemma 20.4). Suppose that f0, . . . , fr ∈ Γ(X,OX(D)). For t0, . . . , tr ∈ k which are notall zero, we have that t0f0 + · · · trfr ∈ Γ(X,OX(D)). We thus have an associated effectivedivisor (t0f0 + · · · trfr) + D on X, which is linearly equivalent to D. If 0 6= α ∈ k, thenthe divisor (αt0f0 + · · ·+ αtrfr) = (t0f0 + · · ·+ trfr). We define a linear system
 L = (t0f0 + · · ·+ trfr) +D | (t0 : . . . : tr) ∈ Pr.
 L is a family, parameterized by Pr, of effective divisors on X which are linearly equivalentto D. If we take f0, . . . , fr to be a k-basis of Γ(X,OX(D)), then we write L = |D|, and callL a complete linear system. |D| is complete in the sense that if G is an effective divisoron X which is linearly equivalent to D, then G ∈ |D|. Observe that the linear systemL determines the subspace of Γ(X,OX(D)) spanned by f0, . . . , fr, but we cannot recoverour specific basis.
 Suppose that D is a divisor on X, and V is a linear subspace of Γ(X,OX(D)) and L isthe associated linear system. Then we associate to L a rational map ϕL = (f0 : . . . , fn) :X 99K Pn, by choosing a basis f0, . . . , fn of V . A change of basis of V induces a linearautomorphism of Pn, so there is not a significant difference between the mapping obtainedfrom different choices of a basis of V . We will also denote this rational map by ϕV .
 Suppose that ϕ : X 99K Pn is a rational map. Then we have a representation ϕ =(f0, . . . , fn) with fi ∈ k(X). Let Di = (fi) and D = gcd(D0, . . . , Dn). Then fi ∈Γ(X,OX(−D)) for all i. If the fi are linearly independent, then ϕ is the rational mapassociated to the linear system L obtained from the span of f0, . . . , fn. If some of the fiare linearly dependent, then the projection of the image of ϕ onto an appropriate subspaceof Pn is an isomorphism, and then the rational map from X to this projection is given byL.
 Suppose that L is a linear system on a nonsingular projective variety X. The base locusof the linear system L is the closed set
 Base(L) = ∩F∈LF.
 Lemma 20.25. Suppose that L is a linear system associated to a subspace V of Γ(X,OX(D)).Then
 1. The rational map
 ϕV : X 99K Pn
 associated to V is independent of the divisor G such that V ⊂ Γ(X,OX(G)).2. Suppose that E is a codimension 1 subvariety of X such that E ⊂ Base(L). ThenV ⊂ Γ(X,OX(D − E)), and the linear system associated to V , regarding it as asubspace of Γ(X,OX(D)) is F − E | F ∈ L.
 3. Suppose that Base(L) has codimension ≥ 2 in X. Then the the locus where therational map ϕL is not a regular map is the closed subset Base(L).
 We will say that a linear system L is base point free if Base(L) = ∅.A divisor D on a nonsingular projective variety is called very ample if Base|D| = ∅,
 and the induced regular map ϕ|D| : X → Pn is a closed embedding. Warning: Everybodyhas a different definition of very ample; we have given the “classical definition”, so alldefinitions are reasonably close to this. D is called ample if some positive multiple of Dis very ample.
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Lemma 20.26. Suppose that ϕV : X → Pn is a regular map which is given by a basepoint free linear system L. Then
 L = ϕ∗V (H) | H is a linear hyperplane on Pn such that ϕV (X) 6⊂ H.Further, if p ∈ X, then the fiber
 ϕ−1V (ϕV (p)) = ∩p∈F∈V supp(F ).
 Proposition 20.27. Suppose that D is a divisor on a nonsingular projective variety X,and V is a subspace of Γ(X,OX(D)) such that the associated linear system L is base pointfree. Let t be an indeterminate, and let R be the graded k-algebra R = k[V t], where we sett to have degree 1. Then the graded k-algebra
 ⊕n≥0 Γ(X,OX(nD)) is a finite R-algebra,
 where we regard⊕
 n≥0 Γ(X,OX(nD)) as a graded R-algebra by the isomorphism⊕n≥0
 Γ(X,OX(nD)) ∼=∑n≥0
 Γ(X,OX(nD))tn ⊂ k(X)[t].
 A straightforward proof can be found in Theorem 4.2, [30].
 Corollary 20.28. Suppose that X is a nonsingular projective variety, and H is an ampledivisor on X. Then there exists m > 0 such that mH is very ample, and if W is the imageof X in a projective space P by the closed embedding ϕ|mH|, and S is the coordinate ringof W ∼= X by this embedding, then
 S ∼=⊕n≥0
 Γ(X,OX(nmD))
 as graded rings.
 However, if |D| is not base point free, then it is possible that the graded algebra⊕n≥0 Γ(X,OX(nD)) is not a finitely generated k-algebra, even if D is an effective di-
 visor on a non singular projective surface X (Part 1, Section 2 of [30]).
 Suppose thatD is a divisor an a nonsingular projective varietyX, and V ⊂ Γ(X,OX(D))is a linear subspace, with associated linear system L, such that Base(L) has codimension≥ 2 in X. Let f0, . . . , fn be a k-basis of V , so that the rational map ϕ = ϕV : X 99K Pnis represented by ϕ = (f0 : . . . : fn). Then we have seen that for p ∈ X, if α ∈ k(X) is alocal equation of D at p, then αfi ∈ OX for i, and ϕ = (αf0 : . . . : αfn) is regular at p ifand only if αfi(p) 6= 0 for some i. In this case, (αf0 : . . . : αfn) represents ϕ as a regularmap in a neighborhood of p.
 Consider the restriction map
 Λ : Γ(X,OX(D))→ OX(D)p =1αOX,p.
 The induced map to OX(D)p/I(p)OX(D)p ∼= k is f 7→ (αf)(p).We see that
 (57) ϕ is regular at p if and only if the image Λ(V ) in OX(D)p/I(p)OX(D)p ∼= k is k.
 Now suppose that ϕ is a regular map on X, and p, q are distinct points of X. Let α be alocal equation of D at p and β be a local equation of D at q. Then we have an evaluationmap
 Λ′ : Γ(X,OX(D))→ OX(D)p/I(p)OX(D)p⊕OX(D)q/I(q)OX(D)q ∼= k2,
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defined by Λ′(f) = ((αf)(p), (βf)(q)). We see that ϕ(p) 6= ϕ(q) if and only if the vectors
 (αf0(p), . . . , αfn(p)) and (βf0(q), . . . , βfn(q)) in kn+1 are linearly independent over k.
 Thus
 (58) ϕ is regular and 1-1 if and only if Λ′(V ) = k2 for all p 6= q ∈ X.
 Suppose that ϕ is a 1-1 regular map. Then ϕ is a closed embedding if and only ifdϕp : T (X)p → T (Pn)q is 1-1 for all p ∈ X (with q = ϕ(p)) by Theorem 17.37.
 Suppose that α = 0 is a local equation of D at p. Then (αfi)(p) 6= 0 for some i, say(αf0)(p) 6= 0. Then ϕ(p) is in U = Pnx0
 , which has the regular functions
 k[U ] = k
 [x1
 x0, . . . ,
 xnx0
 ].
 Let λi = (αfi)(p)(αf0)(p) for 1 ≤ i ≤ n. Then the maximal ideal mq of q in k[U ] is
 mq =(x1
 x0− λ1, . . . ,
 xnx0− λn
 ).
 Now dϕp is 1-1 if and only if the dual map
 ϕ∗ : mq/m2q → mp/m
 2p
 is onto (where mp = I(p)p). This map is onto if and only if
 αf1
 αf0− λ1, . . . ,
 αfnαf0− λn
 span I(p)p/I(p)2p as a k-vector space. Since (αf0)(p) 6= 0, this holds if and only if
 αf1 − λ1(αf0), . . . , αfn − λn(αf0)
 span I(p)p/I(p)2p as a k-vector space. Thus:
 (59)Suppose that ϕ is a 1-1 regular map. Then ϕ is a closed embedding if and only ifthe image in I(p)pOX(D)p/I(p)2
 pOX(D) of f ∈ V | (αf)(p) = 0is all of I(p)pOX(D)p/I(p)2
 pOX(D)p.
 20.7. Invertible sheaves. Suppose that F and G are quasi coherent sheaves on the quasiprojective variety X. Then we have a presheaf
 U 7→ F(U)⊗OX(U) G(U).
 we denote by F ⊗ G the sheaf associated to this presheaf. This sheaf is quasi coherent(coherent if F and G are coherent). In fact, if U is an affine open subset of X, thenF|U = L and G|U = M where L,M are k[U ]-modules (which are finitely generated ifL and M are coherent). Then F ⊗OX
 G|U is isomorphic to N where N = L ⊗k[U ] M(Proposition II.5.2 [13]).
 This construction is fairly simple if F is locally free. Every point p ∈ X has an affineneighborhood U such that F|U is free; that is F|U = σOU where σ ∈ Γ(U,F) is a localgenerator of F (that is, F|U = M where M = σk[U ]. Then writing G|U = L, we havethat (F ⊗OX
 G) |U = N , where N = M ⊗k[U ] L = σ ⊗ L = σL. Thus F ⊗ G = σG. Inparticular, if F and G are both invertible, we have that F ⊗ G is invertible (F|U = σOUand G|U = τOU imply F ⊗OX
 G|U = σ ⊗ τOU ).89
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Suppose that A and B are OX -modules. We define a presheaf HomOX(A,B) by, for U
 an open subset of X,
 HomOX(A,B)(U) = HomOX(U)(A(U),A(B)),
 the OX(U)-module of OX(U)-module homomorphisms from A(U) to B(U). This presheafis a sheaf.
 Suppose that L is an invertible sheaf. Then HomOX(L,OX) is an invertible sheaf.
 In fact, if L|U = σOU , then HomOX(L,OX)|U = σOU , where σ(σ) = 1. The map
 α⊗ β 7→ β(α) determines a OX -module isomorphism
 L ⊗OXHomOX
 (L,OX) ∼= OX .
 We write L−1 = HomOX(L,OX) since
 L ⊗ L−1 ∼= L−1 ⊗ L ∼= OX .
 Thus the tensor product makes
 Pic(X) = L|L is invertible/ ∼
 into a group, where two invertible sheaves are equivalent if they are isomorphic as OX -modules.
 If X is nonsingular, and D, E are divisors on X, then we have an affine cover Ui ofX and fi, gi ∈ k(X) such that
 OX(D)|Ui =1fiOUi
 and
 OX(E)|Ui =1giOUi .
 Then
 OX(D)⊗OX(E)|Ui =1figiOUi = OX(D1 +D2)|Ui,
 so that OX(D + E) ∼= OX(D) ⊗ OX(E). It follows that (with the assumption that X isnonsingular) the map
 Cl(X)→ Pic(X)
 defined by D 7→ OX(D) is a group isomorphism (by Proposition 20.5 and Theorem 20.7).
 Lemma 20.29. Suppose that X is a nonsingular variety, and D is a divisor on X. Then1. Suppose that p ∈ X. Then the sheaf OX(D)⊗I(p) is the subsheaf of OX(D) such
 that
 Γ(U,OX(D)⊗ I(p)) = f ∈ Γ(U,OX(D) | p 6∈ (f)U +D ∩ U
 for U an open subset of X.2. Suppose that p, q ∈ X are distinct points. Then the sheaf OX(D)⊗I(p)I(q) is the
 subsheaf of OX(D) such that
 Γ(U,OX(D)⊗ I(p)I(q)) = f ∈ Γ(U,OX(D) | p, q 6∈ (f)U +D ∩ U
 for U an open subset of X.
 by the sheaf axioms, it suffices to prove the lemma for affine open sets U such thatOX(D)|U is isomorphic to OU .
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Theorem 20.30. Suppose that X is a nonsingular projective variety, and D is a divisoron X such that Base(D) has codimension ≥ 2 in X. Let ϕ|D| be the rational mappingassociated to Γ(X,OX(D)). Then
 1. ϕ|D| is a regular map if and only if for all p ∈ X,
 dimk Γ(X,OX(D)⊗ I(p)) = dimk Γ(X,OX(D))− 1.
 2. ϕ|D| is a 1-1 regular map if and only if for all distinct points p and q in X,
 dimk Γ(X,OX(D)⊗ I(p)⊗ I(q)) = dimk Γ(X,OX(D))− 2.
 3. ϕ|D| is a closed embedding if and only if the condition of 2 above holds, and forp ∈ X, the natural homomorphism
 Γ(X,OX(D)⊗ I(p))→ Γ(X, (I(p)/I(p)2)⊗OX(D))
 is onto.
 Proof. Consider the short exact sequence for p ∈ X,
 0→ I(p)→ OX → OX/I(p)→ 0.
 Since OX(D) is locally free, tensoring the sequence with OX(D) gives a short exact se-quence
 0→ OX(D)⊗ I(p)→ OX(D)→ (OX/I(p))⊗OX(D)→ 0.Now (OX/I(p))⊗OX(D) ∼= OX/I(p), so taking global sections, we get an exact sequence
 0→ Γ(X,OX(D)⊗ I(p))→ Γ(X,OX(D))→ k,
 so that the conclusion of 1 follows from (57).Consider the short exact sequence for p 6= q ∈ X,
 0→ I(p)I(q)→ OX → OX/I(p)I(q) ∼= OX/I(p)⊕OX/I(q)→ 0.
 Since the locus of points where I(p) is not locally free and the locus of points where I(q) isnot locally free are disjoint, we have that I(p)⊗ I(q) ∼= I(p)I(q). Since OX(D) is locallyfree, tensoring the sequence with OX(D) gives a short exact sequence
 0→ OX(D)⊗ I(p)I(q)→ OX(D)→ (OX/I(p))⊗OX(D)⊕
 (OX/I(q))⊗OX(D)→ 0.
 Now(OX/I(p)I(q))⊗OX(D) ∼= OX/I(p)I(q) ∼= OX/I(p)
 ⊕OX/I(q),
 so taking global sections, we get an exact sequence
 0→ Γ(X,OX(D)⊗ I(p)I(q))→ Γ(X,OX(D))→ k2,
 so that the conclusion of 2 follows from 1 of this Lemma, Lemma 20.29 and (58)Finally, 3 of the Lemma follows from tensoring the short exact sequence
 0→ I(p)2 → I(p)→ I(p)/I(p)2 → 0
 with OX(D) and taking global sections, and applying (59) and Lemma 20.29.
 Corollary 20.31. Suppose that X is a nonsingular projective curve, and D is a divisoron X. Then
 1. |D| is base point free if and only if dimk Γ(X,OX(D−p)) = dimk Γ(X,OX(D))−1for all p ∈ X.
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2. Suppose that |D| is base point free. Then ϕ|D| is 1-1 if and only if
 dimk Γ(X,OX(D − p− q)) = dimk Γ(X,OX(D))− 2
 for all p 6= q ∈ X.3. Suppose that |D| is base point free. Then ϕ|D| is a closed embedding (and D is
 very ample) if and only if
 dimk Γ(X,OX(D − p− q)) = dimk Γ(X,OX(D))− 2
 for all p, q ∈ X.
 20.8. The pullback of a quasi-coherent sheaf. Suppose that ϕ : X → Y is a regularmap of quasi projective varieties, and F is a quasi coherent sheaf on Y . We will define aquasi coherent sheaf ϕ∗(F) on X. If F is coherent, then ϕ∗(F) will be coherent.
 In the case that X and Y are affine, F = M for some k[Y ]-module M . Let N be thek[X]-module N = M ⊗k[Y ] k[X], and let ϕ∗(F) = N . For general ϕ : X → Y , ϕ∗(F) isthe sheaf determined by ϕ∗(F)|U = ϕ∗(F|V ) whenever U is an affine open subset of Xand V is an affine open subset of Y such that ϕ(U) ⊂ V .
 This construction works well for invertible sheafs. If L is an invertible sheaf on Y , thenϕ∗(L) is an invertible sheaf on X. If X and Y are nonsingular, and D is a divisor on Y ,then ϕ∗(OY (D)) ∼= OX(ϕ∗(D)).
 For more general modules, this construction often does not quite give you what youwant, so some caution is required. If I is an ideal sheaf on Y , then there exists a surjectionof OX -modules
 ϕ∗(I)→ IOX ,but in general this map is not 1-1. We do have that
 ϕ∗(I)/OX -torsion ∼= IOX .This can be seen in the following simple example. Let A = k[x, y] and B = k[x1, y1]be polynomial rings, and consider the 1-1 k-algebra homomorphism A → B defined byx = x1, y = x1y1. Let I = (x, y) ⊂ A. We have a short exact sequence of A-modules
 0→ A→ A2 → I → 0,
 where the first map is defined by 1 7→ (y,−x), and the second map is defined by (1, 0) 7→x and (0, 1) 7→ y. Tensoring this sequence with B, we have the right exact sequence(Tensoring with a module is right exact, by Proposition 2.18 [4])
 B → B2 → I ⊗A B → 0,
 so thatI ⊗A B ∼= B2/(x1y1,−x1)B.
 The class of (y1,−1) is nonzero in I⊗AB, but x1(y1,−1) = 0. Thus I⊗AB has B-torsion,which must be in the kernel of the surjection onto the ideal IB.
 20.9. Transition functions. Suppose that L is an invertible sheaf on a variety X. Thenthere exists an open cover Ui of X and OUi-module isomorphisms ϕi : OX |Ui
 ∼=→ L|Ui forall i. Consider the OX |Ui∩Uj-module isomorphisms ϕ−1
 j ϕi : OX |Ui∩Uj∼=→ OX |Ui∩Uj .
 In the notation of the proof of Theorem 20.7, we have that ϕ−1j ϕi is multiplication by
 gij . We may thus identify ϕ−1j ϕi with gij , which is a unit in Γ(Ui ∩ Uj), satisfying the
 relationsgij = g−1
 ji92
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and
 (60) gik = gijgjk.
 We call the gij transition functions on Ui ∩ Uj for L.Suppose that M is another invertible sheaf on X, and there exist OUi-module isomor-
 phisms ψi : OX |Ui → M|Ui. Let hij = ψ−1j ψi be transition functions on Ui ∩ Uj for
 M. Then we have that gijhij are transition functions for L ⊗M on Ui ∩ Uj , and 1gij
 aretransition functions for L−1 on Ui ∩ Uj .
 Let O∗X be the presheaf of (multiplicative) groups on X, defined for U ⊂ X an opensubset by
 Γ(U,O∗X) = f ∈ Γ(U,OX) | f is a unit.Then O∗X is a sheaf of groups on X, and gij ∈ Γ(Ui ∩ Uj ,O∗X).
 Lemma 20.32. Suppose that L is an invertible sheaf on a variety X, and that Uii∈Iis an open cover of X such that there exist OUi-module isomorphisms ϕi : OX |Ui
 ∼=→ L|Uifor all i. Let ϕ−1
 j ϕi : OX |Ui ∩ Uj∼=→ OX |Ui ∩ Uj be the associated transition functions,
 which we identify with elements gij of Γ(Ui ∩ Uj ,O∗X). Then L is isomorphic to OX as aOX-module if and only if there exist fi ∈ Γ(Ui,O∗X) for all i ∈ I such that gij = fjf
 −1i for
 all i, j.
 Proof. First suppose that there exist fi ∈ Γ(Ui,O∗X) such that gij = fjf−1i for all i, j. Then
 L|Ui = τiOUi where τi = ϕi(fi) = fiϕi(1). For all i, j, on Ui ∩ Uj , we have ϕi = gijϕj .Thus ϕi(1) = gijϕj(1) = fjf
 −1i so that τi = τj on Ui ∩ Uj . By the second sheaf axiom,
 there exists τ ∈ Γ(X,L) such that τ |Ui = τi for all i. Define a homomorphism of sheavesof OX -modules Λ : OX → L by Λ(f) = τf . Λ is an isomorphism at at all stalks at pointsof X, so that Λ is an isomorphism by Proposition 18.9.
 Now suppose that L is isomorphic to OX as an OX -module. Then there exists anisomorphism of OX -modules Λ : OX → L. Let τ = Λ(1). Then L|Ui = τOUi for all i.Thus there exist fi ∈ Γ(Ui,O∗X) such that τ = fiϕi(1) = ϕi(fi). Thus on Ui ∩ Uj , wehave that ϕi(fi) = ϕj(fj), so that fiϕi(1) = fjϕj(1). Since ϕi(1) = gijϕj(1), we have thatgij = fjf
 −1i .
 Lemma 20.33. Suppose that L and M are invertible sheaves on a variety X, and thatUii∈I is an open cover of X such that there exist OUi-module isomorphisms ϕi : OX |Ui
 ∼=→L|Ui and ψi : OX |Ui
 ∼=→ M|Ui for all i. Let ϕ−1j ϕi : OX |Ui ∩ Uj
 ∼=→ OX |Ui ∩ Uj and
 ψ−1j ψi : OX |Ui ∩ Uj
 ∼=→ OX |Ui ∩ Uj be the associated transition functions, which weidentify with elements gij and hij of Γ(Ui ∩ Uj ,O∗X). Then L is isomorphic to M as aOX-module if and only if there exist fi ∈ Γ(Ui,O∗X) for all i ∈ I such that gij = fjf
 −1i hij
 for all i, j.
 Proof. We have that L is isomorphic toM if and only if L⊗M−1 ∼= OX . As commentedabove Lemma 20.32, gijh−1
 ij are the transition functions of L ⊗M−1 on Ui ∩ Uj . Theconclusions of this Lemma now follow from Lemma 20.32.
 A situation where this criterion for isomorphism is very useful is in understanding thepullback ϕ∗(L) of an invertible sheaf under a regular map ϕ : Y → X of varieties. Supposethat Uii∈I is an open cover of X, and we have trivializations ϕi : OUi → L|Ui for alli. Let ϕ−1
 j ϕi = gij ∈ Γ(Ui ∩ Uj ,O∗X) be the transition functions on Ui ∩ Uj for L. LetVi = ϕ−1(Ui).
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For all i, we have OY -module homomorphisms
 OY |Vi ∼= OX ⊗OXOX |Vi
 ϕi⊗1→ (L ⊗OXOY ) |Vi = ϕ∗(L)|Vi,
 since we have such a homomorphism on the level of presheaves. We necessarily havethat this homomorphism is an isomorphism when we restrict to an affine open subsetset of Vi which maps into an affine open subsets of X, so that the homomorphism is anisomorphism at stalks of points of Y . Thus the homomorphism is an isomorphism ofsheaves. Computing the transition functions of ϕi ⊗ 1, we see that
 (ϕj ⊗ 1)−1 (ϕi ⊗ 1) = gij ∈ Γ(Vi ∩ Vj ,O∗Y ),
 where gij = ϕ∗(gij) under
 ϕ∗ : Γ(Ui ∩ Uj ,O∗X)→ Γ(Vi ∩ Vj ,O∗Y ).
 We now rework example 20.13 using this technique.
 Example 20.34. Suppose that S is a nonsingular surface, and p ∈ S is a point. Letπ : B → S be the blow up of the point p. Let E = π−1(p) ∼= P1 be the exceptional divisorof π. Let i : E → B be the inclusion. Then i∗(OB(E)) ∼= OE(−q), where q is a point onE.
 Proof. Let x, y be regular parameters at p in S. Let U be an affine neighborhood of p suchthat x = y = 0 are local equations of p in U . Then V = π−1(U) is covered by two affinecharts U1 and U2 such that k[U1] = k[U ][xy ] and k[U2] = k[U ][ yx ]. In U1, y = 0 is a localequation of E, Now (x, y)k[U1] = yk[U1], so that
 k[U1 ∩ E] = k[U1]/(x, y)k[U1] = k[x
 y].
 In U2, x = 0 is a a local equation of E, so
 k[U2,∩E] = k[y
 x].
 Now OB(E)|U1 = 1yOB|U1 and OB(E)|U2 = 1
 xOB|U2. Thus g12 = xy is a transition
 function for OB(E) on U1 ∩ U2, so that g12 = i∗(xy ), which we can identify with xy , is the
 transition function for i∗OB(E) on U1 ∩ U2 ∩ E.Now x
 y is the local equation of a point q in E ∩U1, and we have that OE(−q)|U1 ∩E =xyOE |U1 ∩ E and OE(−q)|U2 ∩ E = OE |U2 ∩ E. The associated transition function onU1 ∩ U2 ∩ E is h12 = x
 y . Since h12 = g12, we have that i∗OB(E) ∼= OE(−q) by Lemma20.33.
 Suppose that L is an invertible sheaf on a nonsingular variety X, and σ ∈ Γ(X,L).We associate an effective divisor to σ in the following way. Let Ui be an open coverof X such that there exist σi ∈ Γ(Ui,L) such that L|Ui = σiOUi . We have expressionsσ|Ui = fiσi where fi ∈ Γ(Ui,OX). We define the divisor (σ) of σ to be the divisor D onX defined by
 D ∩ Ui = (fi)Ui .
 This divisor is well defined, and independent of choice of local trivialization of L.94
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21. Differential forms and the canonical divisor
 21.1. Derivations and Kaehler differentials.
 Definition 21.1. Suppose that A and B are rings and λ : A→ B is a ring homomorphism.Suppose that M is a B-module. Then D : B → M is an A-derivation from B to M if Dsatisfies the Following 3 conditions:
 1. D(f + g) = D(f) +D(g) for f, g ∈ B,2. D(cf) = cD(f) if c ∈ A and f ∈ B,3. D(fg) = fD(g) + gD(f) for f, g ∈ B.
 DerA(B,M) will denote the set of all A-derivations from B to M . It is a B-module.
 Definition 21.2. Let F be the free B-module on the symbols db|b ∈ B, and let G be thesubmodule generated by the relations 1., 2. 3. in the definition of a derivation. We definethe B-module of Kaehler derivations of B over A by
 ΩB/A = F/G.
 The map d : B → ΩB/A defined by letting d(f) be (the class of) df is a derivation of B.
 Lemma 21.3. Suppose that M is a B-module. Then the map
 Φ : HomB(ΩB/A,M)→ DerA(B,M)
 defined by Φ(τ)(f) = τ(df) for f ∈ B and τ ∈ HomB(ΩB/A,M) is a B-module isomor-phism.
 The lemma shows that d : B → ΩB/A is a “universal” derivation.
 Lemma 21.4. Define a homomorphism δ : B ⊗A B → B by δ(a1 ⊗ a2) = a1a2, and let Ibe the kernel of δ. I/I2 is a B-module. Then the map
 Λ : Ω1B/A → I/I2
 defined by Λ(df) = 1⊗ f − f ⊗ 1 is a B-module isomorphism.
 Example 21.5. Let A = k be a field, and let B = k[x1, . . . , xn] be a polynomial ring overk. Then ΩB/A is the free B-module with generators dx1, . . . , dxn,
 ΩB/A = Bdx1
 ⊕· · ·⊕
 Bdxn.
 The map d : B → ΩB/A is
 d(f) =∂f
 ∂x1dx1 + · · ·+ ∂f
 ∂xndxn.
 for f ∈ B
 Proof. We first use the 3 properties of a derivation to prove that
 (61) df =∂f
 ∂xidxi + · · ·+ ∂f
 ∂xndxn
 for f ∈ B. d(1) = d(1 · 1) = 2d(1) so d(1) = 0. Now use the properties of a derivation toshow that (61) holds for an arbitrary monomial. Then the formula holds for all f since dand the ∂
 ∂xiare linear.
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From equation (61) we conclude that ΩB/k is generated by dx1, . . . , dxn as a B-module.It remains to show that dx1, . . . , dxn are a free basis of ΩB/k. Suppose that we have arelation
 (62) g1dx1 + · · ·+ gndxn = 0
 for some g1, . . . , gn ∈ B. We must show that g1 = · · · = gn = 0. We first verify that ∂∂xi
 for1 ≤ i ≤ n are k-derivations on B. By Lemma 21.3, there exist B-module homomorphismsτi : ΩB/k → B for 1 ≤ i ≤ n such that τi(df) = ∂f
 ∂xi. Thus τi(dxj) = δij (the Kronecker
 delta). Applying τi to (62), we obtain that
 gi = τi(g1dx1 + · · ·+ gndxn) = 0
 for 1 ≤ i ≤ n.
 Example 21.6. Suppose that A = k is a field and B = k[x1, . . . , xn] is a ring. Let I =(f1, . . . , fr) ⊂ k[x1, . . . , xn] be an ideal. Let C = k[x1, . . . , xn]/I. Let M = Cdx1
 ⊕· · ·⊕Cdxn.
 We have thatΩC/A = M/df1M + · · ·+ dfrM.
 Proof. This is proved in the example after the “fundamental exact sequence” Theorem25.2 [19].
 Lemma 21.7. Suppose that S is a multiplicative set in B. Then we have a naturalisomorphism of S−1B modules
 ΩS−1B/A∼= S−1ΩB/A.
 This follows from the Lemma on page 120 [32] (or Exercise 25.4 [19])
 Definition 21.8. Suppose that k is a field and K is an extension field, of transcendencedegree n over k. A set of elements x1, . . . , xn in K is a separating transcendence basisof K over k if x1, . . . , xn is a transcendence basis of K over k and K is a separable(algebraic) extension of k[x1, . . . , xn].
 Theorem 21.9. (page 120 - 131 [32]) Suppose that k is a field and K is an extensionfield, of transcendence degree n over k. Then ΩK/k is vector space of dimension n overk. Suppose that x1, . . . , xn ∈ K. Then dx1, . . . , dxn is a K-basis of ΩK/k if and only ifx1, . . . , xn are a separating transcendence basis of K over k.
 21.2. Differentials on varieties. Suppose that X is a quasi projective variety. If Xis affine, then we define the coherent sheaf ΩX/k on X by ΩX/k = Ωk[X]/k. In general,we cover X with open affine subsets Ui and define ΩX/k|Ui = ΩUi/k. By the universalproperty of Kaehler differentials, ΩUi/k|Ui∩Uj and ΩUj/k|Ui∩Uj are naturally isomorphic.Thus they patch to give a coherent module ΩX/k.
 Proposition 21.10. Suppose that X is a variety, and p ∈ X. Let mp be the maximalideal of OX,p. Then the following are naturally isomorphic k-vector spaces.
 1) The tangent space T (X)p = Homk(mp/m2p, k).
 2) The derivations Derk(OX,p, k).3) The module of OX,p-module homomorphisms HomOX,p
 ((ΩX/k)p,OX,p/mp).
 Proof. 1) and 2) are isomorphic since every k-derivation D : OX,p → k must vanishon m2
 p, and thus induces a linear map mp/m2p → k. Conversely, given a k-linear map
 ` : mp/m2p → k, we get a k-derivation D : OX,p → k defined by D(f) = `(f − f(p)).
 96

Page 97
                        

Now let U be an affine neighborhood of p in X. Let R = k[U ], and m = Γ(U, I(p)) bethe maximal ideal of p in U . Then
 HomOX,p(ΩX/k)p,OX,p/mp) ∼= HomR(ΩR/k, R/m).
 This last module is isomorphic to Derk(R, k) by Lemma 21.3.
 Lemma 21.11. (page 301, [21]) Let X be a quasi projective variety, p ∈ X and F be acoherent OX-module. Let
 λ(p) = dimk Fp/mpFpwhere mp is the maximal ideal of OX,p. Then λ(p) is upper semicontinuous on X; that is,for t ∈ N, the set
 q ∈ X|λ(q) ≥ tis a closed set in X.
 Further, there exists an open neighborhood U of p such that F|U is a free OU -moduleif and only if λ is constant in a neighborhood of p.
 Theorem 21.12. Suppose that X is quasi-projective variety. Then the (open) subset Uof nonsingular points of X is the largest open subset of X on which ΩX/k is locally free.ΩX/k|U is locally free of rank equal to the dimension of X.
 Proof. Suppose that p ∈ X. Let λ : (ΩX/k)p → OX,p/mp be an OX,p-module homomor-phism. Then for a ∈ mp and t ∈ (ΩX/k)p we have that λ(at) = aλ(t) = 0. Thus we havea natural k-vector space isomorphism
 HomOX,p((ΩX/k)p,OX,p/mp)
 ∼=→ Homk((ΩX/k)p/mp(ΩX/k)p, k).
 This last k-vector space is (noncanonically) isomorphic to (ΩX/k)p/mp(ΩX/k)p, and thefirst vector space is isomorphic to T (X)p by Proposition 21.10. Thus
 dimk(ΩX/k)p/mp(ΩX/k)p = dimk T (X)p ≥ dimX
 with equality if and only if p is a nonsingular point of X, by Proposition 17.10. Theconclusions of the Theorem now follow from Lemma 21.11.
 Proposition 21.13. Suppose that X is a nonsingular quasi projective variety and p ∈ X,and x1, . . . , xn are regular parameters in OX,p. Then there exists an open neighborhood Uof p such that dx1, . . . , dxn are a free basis of ΩU/k.
 Proof. Let A = OX,p with maximal ideal m = mp. Suppose that f ∈ A. then f =c +
 ∑ni=1 aixi with ai ∈ A and c ∈ k. Thus df =
 ∑aidxi +
 ∑xidai ∈ ΩA/k, so that
 df−∑aidxi ∈ mωR/k. By Nakayama’s lemma we have that dx1, . . . , dxn generate ΩA/k =
 (ΩX/k)p. Since dimX = n, and p is a nonsingular point of X, ΩX/k is a free OX,p-moduleof rank n. Thus dx1, . . . , dxn are a free basis, and there exists an open neighborhood Uof p on which dx1, . . . , dxn are a free basis of ΩU/k.
 Definition 21.14. Suppose that U is an open subset of a nonsingular variety X. f1, . . . , fn ∈Γ(U,OX) are uniformizing parameters on U if df1, . . . , dfn are a free basis of ΩX/k|U .
 Proposition 21.15. Suppose that U is an open subset of a nonsingular variety X, andf1, . . . , fn ∈ Γ(U,OX) are uniformizing parameters on U . Suppose that p ∈ X. Then
 f1 − f1(p), . . . , fn − fn(p)
 are regular parameters in OX,p.97
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Proof. Let mp be the maximal ideal of OX,p. Let x1, . . . , xn be regular parameters in OX,p.We have that f1 − f1(p), . . . , fn − fn(p) ∈ mp. Thus there exist aij ∈ OX,p such that
 fi − fi(p) =∑
 aijxj .
 Thusdfi ≡
 ∑aijdxj mod mp(ΩX/k)p
 for all i. Since the dfi is a free bases of (ΩX/k)p, we have that Det(aij) is a unit in OX,p.Thus the matrix (aij) is invertible over OX,p, so that f1 − f1(p), . . . , fn − fn(p) generatemp. Since OX,p has dimension n, we have that f1−f1(p), . . . , fn−fn(p) is a regular systemof parameters in OX,p.
 21.3. n-forms and canonical divisors. In this section, suppose that X is a nonsingularvariety of dimension n.
 We define ΩnX/k to be the coherent sheaf on X associated to the presheaf ∧nΩX/k. Ωn
 X/k
 is an invertible OX -module. In fact, if U is an open subset of X such that
 ΩX/k|U = OUdx1
 ⊕· · ·⊕OUdxn,
 then ΩnX/k|U = OUdx1 ∧ · · · ∧ dxn is a free OU -module.
 The rational n-forms on X are
 Ωnk(X)/k = k(X)df1 ∧ · · · ∧ dfn
 where f1, . . . , fn ∈ k(X) are such that df1 ∧ · · · ∧ dfn 6= 0.Let Ui be an affine cover of X, such that there exist ωi ∈ Γ(Ui,ΩX/k) satisfying
 ΩnX/k|Ui = OUiωi.Let ϕ be a rational differential form on X. Then there exist gi ∈ k(X) for all i such
 that ϕ = giωi. We have that(gi)Ui∩Uj = (gj)Ui∩Uj
 for all i, j since ωi and ωj are both generators of ΩnX/k|Ui ∩Uj . Thus there exists a divisor
 D on X such that
 (63) D ∩ Ui = (gi)Ui for all i.
 D is independent of any of our choice of Ui and ωi. We define D to be the divisor ofϕ. We will denote the divisor D of ϕ by (ϕ).
 Proposition 21.16. Suppose that ϕ1, ϕ2 are rational differential forms on X. Then(ϕ1) ∼ (ϕ2). Let KX = (ϕ) be the divisor of a rational differential form. Then Ωn
 X/k∼=
 OX(KX).
 We call the divisor KX of a rational differential form on X a canonical divisor of X.
 Proof. Let ϕ be a rational differential form on X. We continue with the notation leadingto (63). Let L = OXϕ, a free OX -module. We have that
 ΩnX/k∼= OX(D)⊗OX
 L ∼= OX(D).
 In particular, if ϕ1, ϕ2 are rational differential forms, then (ϕ1) ∼ (ϕ2) (by Proposition20.5).
 Example 21.17. KPn = −(n+ 1)L where L is a linear hyperplane on Pn.98
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Theorem 21.18. (adjunction) Suppose that V is a nonsingular codimension 1 subvarietyof a nonsingular variety W , so that V is a prime divisor on W , and let i : V →W be theinclusion. Then KV = i∗(KW + V ); that is,
 OV (KV ) ∼= OW (KW + V )⊗OWOV .
 Proof. There exists an affine cover Ui ofW and uniformizing parameters x1(i), . . . , xn(i) ∈Γ(Ui,OX), such that x1(i) = 0 is a local equation of V in Ui. Thus there are unitsgij ∈ Γ(Ui ∩ Uj ,O∗X) such that
 (64) x1(i) = gijx1(j)
 for all i, j. Since dx1(i), . . . , dxn(i) and dx1(j), . . . , dxn(j) are free bases of Γ(Ui ∩Uj ,Ωn
 X/k), there exists al,m(i, j) ∈ Γ(Ui ∩ Uj ,OX) such that
 d(xl(i)) =∑
 al,m(i, j)dxm(j)
 and hij = Det(al,m(i, j)) is a unit in Γ(Ui ∩ Uj ,OX) (for fixed i, j). Now we have that
 dx1(i) ∧ · · · ∧ dxn(i) = hijdx1(j) ∧ · · · ∧ dxn(j).
 Let
 cij = Det
 a22 · · · a2n...
 ...an,2 · · · an,n
 .
 From (64), we have that for all i, j.
 hij ≡ gijcij mod Γ(Ui ∩ Uj , I(V )).
 Thus the transition functions of ΩnW/k ⊗OV on Ui ∩ Uj are gijcij , where gij is the image
 of gij in Γ(Ui ∩ Uj ,O∗V ), and cij is the image of cij in Γ(Ui ∩ Uj ,O∗V ).We have that gij are the transition functions of OW (−V )⊗OV on Ui ∩ Uj .Now by Proposition 21.13 and 21.15, we have that the images u2(i), . . . , un(i) in Γ(Ui,OV )
 are uniformizing parameters on Ui ∩ V . By Example 21.6, we thus have that cij are tran-sition functions for Ωn−1
 V/k on Ui ∩ Uj .Since Ωn
 W/k⊗OV and Ωn−1V/k ⊗OW (−V ) have the same transition functions on the Ui∩Uj ,
 ΩnW/k ⊗OV and Ωn−1
 V/k ⊗OW (−V ) are isomorphic. Thus Ωn−1V/k∼= Ωn
 W/k ⊗OW (V )⊗OV .
 Corollary 21.19. Suppose that C is a nonsingular cubic curve in P2. Then KC = 0 (sothat OC(KC) ∼= OC).
 Proof. This follows from adjunction since C ∼ 3L and KP2 = −3L, where L is a linearhyperplane on P2.
 22. Sheaf Cohomology
 In this section, we summarize some material from Chapter III of [13]. Associated to asheaf of abelian groups F on a topological space X are sheaf cohomology groups H i(X,F )for all nonnegative integers i, which have the properties that we have natural isomorphismsH0(X,F ) ∼= Γ(X,F ), and if
 (65) 0→ A→ A′ → A′′ → 099
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is a short exact sequence of sheaves of abelian groups on X, then there is a long exactcohomology sequence of abelian groups(66)H0(X,A)→ H0(X,A′)→ H0(X,A′′)→ H1(X,A)→ H1(X,A′)→ H1(X,A′′)→ H2(X,A)→ · · ·
 Theorem 22.1. Suppose that X is a noetherian topological space of dimension n. Thenfor all i > n and all sheaves of abelian groups F on X, we have that H i(X,F ) = 0.
 This is proven in Theorem III.2.7 [13].
 Corollary 22.2. Suppose that X is a quasi projective variety and F is a coherent sheafon X such that the support of F (which is a Zariski closed subset of X by a homeworkproblem) has dimension n. Then H i(X,F) = 0 for all i > n.
 Theorem 22.3. Suppose that X is an affine variety, and F is a quasi coherent sheaf onX. Then H i(X,F) = 0 for all i > 0.
 This follows from Theorem III.3.7 [13].
 Theorem 22.4. Suppose that X is a projective variety, and F is a coherent OX-module,then H i(X,F) is a finite dimensional k-vector space for all i.
 This is proven in Theorem III.5.2 [13].We write hi(X,F) = dimkH
 i(X,F), if F is a coherent sheaf on sheaf on a projectivevariety X.
 Theorem 22.5. (Serre Duality) Let X be a nonsingular projective variety of dimensionn, and D be a divisor on X and KX be a canonical divisor on X. Then for all i,
 dimkHi(X,OX(D)) = dimkH
 n−i(X,OX(−D +KX)).
 This follows from Corollary III.7.7 [13]. A particularly nice proof for curves is given bySerre in [27].
 22.1. Cech cohomology. The best way to compute cohomology is generally using Cechcohomology (Section 4 of Chapter III [13]).
 Suppose that X is a topological space, and F is a sheaf of abelian groups on X.Let U = Uii∈I be an open cover of X. Fix a well ordering on I. For a finite set
 i0, . . . , ip ∈ I, let Ui0,...,ip = Ui0 ∩ · · · ∩ Uip . We define a complex of abelian groups C∗ onX by
 Cp(U,F) =∏
 i0<···<ip
 F(Ui0,...,ip).
 Define the coboundary map dp : Cp(U,F)→ Cp+1(U,F) by
 (dp(α))i0,...,ip+1 =p+1∑k=0
 (−1)kαi0,...,ik,...,ip+1|Ui0,...,ip+1
 for α = (αi0,...,ip) ∈ Cp(U,F). We have that d2 = 0, so that C∗ is a complex.We write out the first part of the complex as
 (67)∏i∈IF(Ui)
 d0→∏
 j<k∈IF(Ui ∩ Uj)
 d1→∏
 l<m<n∈IF(Ui ∩ Uj ∩ Uk)
 If α = (αi) ∈ C0(U,F), thend0(α)j,k = αk − αj .
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If α = (αj,k) ∈ C1(U,F), then
 d1(α)l,m,n = αl,m − αl,n + αm,n.
 Definition 22.6. We define the pth Cech cohomology group of F with respect to thecovering U to be
 Hp(U,F) = hp(C∗(U,F)) = Kernel(dp)/Image(dp−1).
 From the sheaf axioms, we have the following Lemma.
 Lemma 22.7. We have that
 H0(U,F) = Γ(X,F) = H0(X,F).
 Let V = Vjj∈J be another open cover of X. V is a refinement of U if there is anorder preserving map of index sets λ : J → I such that Vj ⊂ Uλ(j) for all j ∈ J . If V is arefinement of U , then there is a natural map of complexes
 ϕ : C∗(U,F)→ C∗(V ,F)
 defined byϕp(α)j0,...,jp = αλ(j0),...,λ(jp)|Uj0,...,jp
 for α ∈ Cp(U,F). ϕ is a map of complexes, since δpϕp = ϕp+1δp.Thus we have natural homomorphisms of cohomology groups
 Hp(U,F)→ Hp(V ,F).
 This map is independent of choice of function λ, as the maps of complexes ϕ and ψare chain homotopic if ψ is the induced map of complexes obtained from another orderpreserving map τ : J → I such that Vj ⊂ Uτ(j).
 As the coverings of X form a partially ordered set under refinement, we have thefollowing definition.
 Definition 22.8. The p-th Cech cohomology group of X is
 Hp(X,F) = lim→Hp(U,F)
 where the limit is over the (ordered) open covers U of X.
 Theorem 22.9. (Exercise III.4.4 [13]) There are natural homomorphisms H i(X,F) →H i(X,F), which are isomorphisms if i ≤ 1.
 Theorem 22.10. (Exercise III.4.11 [13]) Suppose that for any finite intersection Ui0,...,ipof U , we have that
 Hp(Ui0,...,ip ,F) = 0
 for all p > 0. Then Hp(U,F) ∼= Hp(X,F) ∼= Hp(X,F) for all p.
 Corollary 22.11. Suppose that X is a variety, U is an affine cover of X and F is a quasicoherent sheaf. Then
 Hp(U,F) ∼= Hp(X,F) ∼= Hp(X,F)for all p ≥ 0.
 Proof. We know that a finite intersection of affine open sets is affine by a homeworkexercise, and thus all the higher cohomology vanishes.
 Thus we obtain the following result.101
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Corollary 22.12. Suppose that X is a variety, and F is a quasi coherent sheaf. Then
 Hp(X,F) ∼= Hp(X,F)
 for all p ≥ 0.
 Some applications of this technique are the following theorems:
 Theorem 22.13. Let X = Pr. Then
 dimkHi(X,OX(n)) =
 (r+nr
 )for i = 0
 0 for 0 < i < r and all n ∈ ZdimkH
 0(X,OX(−n− r − 1)) if i = r
 This is proven in Theorem III.5.1 [13], using the Cech complex obtained from the opencover Xxi.
 Theorem 22.14. (Exercise III.4.5 [13]) Suppose that X is a variety. Then Pic(X) ∼=H1(X,O∗X).
 The isomorphism is obtained by associating to an invertible sheaf L, transition functionsgij on a trivializing open cover U of X for L.
 23. Applications to Curves
 Suppose that X is a nonsingular projective curve. The genus of X is
 g(X) = h0(X,OX(KX)).
 By Serre duality, we have that g(X) = h1(X,OX).
 Lemma 23.1. Let D be a divisor on X. If h0(X,OX(D)) > 0 then deg(D) ≥ 0. Ifh0(X,OX(D)) > 0 and degD = 0 then D ∼ 0.
 Proof. Suppose that there exists 0 6= f ∈ Γ(X,OX(D)). Then E = (f) +D is an effectivedivisor, so that degE ≥ 0. degD = degE ≥ 0 by Theorem 20.18. If degD = 0, then Dis linearly equivalent to an effective divisor of degree 0. The only such divisor is 0.
 Theorem 23.2. (Riemann-Roch) Let D be a divisor on a nonsingular projective curve Xof genus g. Then
 h0(X,OX(D)) = h0(X,OX(KX −D)) + degD + 1− g.
 Proof. For a coherent sheaf F on X, let
 χ(F) = h0(X,F)− h1(X,F).
 By Serre duality,
 χ(OX(D)) = h0(X,OX(D))− h0(X,OX(KX −D)),
 so we must show that
 (68) χ(OX(D)) = degD + 1− gfor every divisor D on X. The formula is true for D = 0 by Theorem 10.7, the definitionof genus and Serre duality.
 Let D be any divisor, and let p ∈ X be a point. We will show that the formula is truefor D if and only if it is true for D + P . Since any divisor on X can be obtained by afinite sequence of addition and subtraction of points, this will establish the formula (68),and prove the Theorem.
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Let I(p) be the ideal sheaf of the point p ∈ X. Using the fact that I(p) = OX(−p) (apoint is a divisor on a curve) we have a short exact sequence of sheaves of OX -modules
 0→ OX(−p)→ OX → OX/I(p)→ 0.
 Now tensor with OX(D + p) to get a short exact sequence
 (69) 0→ OX(D)→ OX(D + p)→ OX/I(p)→ 0.
 The sequence is short exact since OX(D) is a locally free (and thus flat) OX -module (infact locally, this is just like tensoring with OX). The support of OX/I(p) is just the pointp, so that (OX/I(p)) ⊗OX
 OX(D + p) ∼= OX/I(p). Taking the long exact cohomologysequence associated to (69), and using Corollary 22.2, we get an exact sequence
 0→ H0(X,OX(D))→ H0(X,OX(D + p))→ H0(X,OX/I(p)) ∼= k→ H1(X,OX(D))→ H1(X,OX(D + p))→ H1(X,OX/I(p)) = 0.
 Thusχ(D + p) = χ(D) + 1.
 Since deg(D + p) = deg(D) + 1, we obtain the formula (68).
 Corollary 23.3. degKX = 2g − 2.
 Corollary 23.4. Suppose that D is a divisor on X such that degD > 2g − 2. Then
 h0(X,OX(D)) = degD + 1− g.
 Corollary 23.5. Suppose that g(X) = 1. Then KX ∼ 0.
 A classification of elliptic curves (genus g = 1) is worked out in Section 4 of ChapterIV of [13].
 Corollary 23.6. Suppose that deg(D) > 0. Then
 h0(X,OX(nD)) = n deg(D) + 1− g
 for n > 2g−2deg(D) .
 Theorem 23.7. Let D be a divisor on a nonsingular projective curve X of genus g. Then
 1) If degD ≥ 2g, then |D| is base point free.2) If degD ≥ 2g + 1, then D is very ample, so that the regular map
 ϕ|D| : X → Ph0(X,OX(D))
 is a closed embedding.
 Proof. Conclusion 1) of this theorem follows from Corollary 23.4, which tells us that
 h0(X,OX(D − p)) = h0(X,OX(D))− 1
 for all p ∈ X, and 2) of Corollary 20.31. Conclusion 2) follows from Corollary 23.4, whichshows that
 h0(X,OX(D − p− q)) = h0(X,OX(D))− 2
 for all p, q ∈ X, and 2) and 3) of Corollary 20.31 103
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23.1. Complex curves. When k = C, then X has the structure of a Riemann surface,and g(X) is the topological genus of X (X is topologically a sphere with g handles).This is discussed for instance in [11]. Now such X has the Euclidean topology. Weproved that when G is an abelian group, then Γ(U,G) ∼= Gr where r is the number ofconnected components of U (by a homework problem). This is the same as the first singularcohomology H0
 Sing(U,G). Now the Cech complex computes singular cohomology of X,since X can be triangulated (Section 9 of Chapter X, [10] or in [11]) and sheaf cohomology,so we obtain that the sheaf cohomology H i(X,Zan) is isomorphic to H i
 Sing(X,Z). We writeZan to indicate that we are in the Euclidean topology. Now we regard X as a compacttwo dimensional real manifold, and then we have (for instance by [18]) that
 H iSing(X,Z) =
 Z if i = 0Z2g if i = 1Z if i = 20 if i > 2.
 Let OanX be the sheaf of analytic functions on X and (Oan
 X )∗ be the sheaf of non vanishinganalytic functions. Then we have a short exact sequence of sheaves
 0→ Zan → OanX
 e→ (OanX )∗ → 0,
 where e denotes the exponential map f 7→ ef .It is proved in “GAGA” [26] that if Y is a projective variety, and F is a coherent sheaf
 on Y , then the cohomology of the analization Fan of F is the same as the cohomology ofF . Thus H i(X,Oan
 X ) ∼= H i(X,OX) for all i. Taking sheaf cohomology, we get the longexact sequence
 0→ Zan → C e→ C∗ → H1(X,Z)→ H1(X,OanX )→ H1(X, (Oan
 X )∗) c→ H2(X,Z)→ H2(X, (OanX )).
 Now X has genus g, and dimension 1, so that H2(X,OX) = 0. Further e : C → C∗ isonto. Thus from our above exact sequence, we deduce that we have an exact sequence ofgroups
 0→ Cg/Z2g → H1(X, (OanX )∗) c→ Z→ 0,
 sinceH1(X,OX)/H1(X,Zan) ∼= Cg/Z2g.
 From the argument of Theorem 22.14, we have that H1(X, (OanX )∗) ∼= Pican(X), the group
 of invertible analytic sheaves on X, modulo isomorphism. Now again by GAGA, weknow that all global analytic sheaves on X are isomorphic to algebraic sheaves, and thisisomorphism takes global analytic homomorphisms to algebraic homomorphisms. Thusthe natural map
 Pic(X)→ Pican(X),
 defined by taking an invertible sheaf to its analization, is an isomorphism. In conclusion,we have obtained the following theorem:
 Theorem 23.8. Suppose that X is a nonsingular projective curve of genus g over thecomplex numbers. Then there is a short exact sequence of groups
 0→ G→ Pic(X) c→ Z→ 0.
 where G is a group Cg/Zg.104
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The subset H1(X,Zan) ∼= Z2g of H1(X,Zan) ∼= Cg is in fact a lattice, if we regard Cg
 as a 2g dimensional real vector space. Thus in the Euclidean topology, G ∼= (S1)2g whereS is the circle R/Z. Thus G is a “torus”. Now it is a fact that this group G naturally hasthe structure of an analytic manifold (of complex dimension g), and it is even an algebraicvariety (of dimension g). The group structure on G is algebraic.
 Another comment is about the map c. Using our natural isomorphism of Pic(X) withCL(X), the map c (for Chern) is actually the degree of a divisor which we studied on acurve earlier. We can thus identify the algebraic group G with the group CL0(X) of linearequivalence classes of divisors of degree 0 on X. This group G is called the Jacobian ofX (in honor of Jacobi). Fixing a point p0 ∈ X, we obtain a map X → J defined bymapping a point p to the class of p−p0. This map is in fact a regular map, and is a closedembedding if g > 0.
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