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 Furman University
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Testing equality of means
 I Suppose we have k independent random samples of sizes n1, n2, . . . ,nk :
 Treatment Sample
 1 X11, X12, . . . , X1n1
 2 X21, X22, . . . , X2n2
 ......
 k Xk1, Xk2, . . . , Xknk
 I We suppose Xij is N(µi , σ2), for i = 1, 2, . . . , k and j = 1, 2, . . . , ni .
 I We want to test
 H0 : µ1 = µ2 = · · · = µk
 HA : µi 6= µj for some i and j .
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Testing equality of means (cont’d)
 I Letn = n1 + n2 + · · ·+ nk
 and define
 µ =1
 n
 k∑i=1
 niµi .
 I Note: If the samples are all the same size, that is, n1 = n2 = · · · = nk ,then µ is the average of the population means, that is,
 µ =1
 k
 k∑i=1
 µi .
 I Let, for i = 1, 2, . . . , k,τi = µi − µ
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 3 / 24
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Testing equality of means (cont’d)
 I Then, for i = 1, 2, . . . , kµi = µ + τi ,
 andk∑
 i=1
 niτi =k∑
 i=1
 (niµi − niµ) = nµ− nµ = 0.
 I If, for i = 1, 2, . . . , k and j = 1, 2, . . . , ni , we let
 εij = Xij − µi = Xij − µ− τi ,
 then εij is N(0, σ2) and
 Xij = µ + τi + εij .
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 4 / 24
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Testing equality of means (cont’d)
 I We call µ the grand mean.
 I Note: If H0 is true, µ is the common mean.
 I We call τi the ith treatment effect.
 I Note: εij is the random error in the jth observation of the ithtreatment.
 I Note: H0 is equivalent to
 H0 : τ1 = τ2 = · · · = τk = 0.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 5 / 24
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Testing equality of means (cont’d)
 I Define the following sample sums and means:
 Xi+ =
 ni∑j=1
 Xij ,
 X̄i+ =Xi+
 ni,
 X++ =k∑
 i=1
 ni∑j=1
 Xij =k∑
 i=1
 Xi+,
 X̄++ = X̄ =X++
 n=
 1
 n
 k∑i=1
 ni X̄i+.
 I We call X̄++ the sample grand mean.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 6 / 24
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Testing equality of means (cont’d)
 I Define the following sums of squares:
 I The total sum of squares:
 SSTot =k∑
 i=1
 ni∑j=1
 (Xij − X̄ )2.
 I The error sum of squares:
 SSE =k∑
 i=1
 ni∑j=1
 (Xij − X̄i+)2 =k∑
 i=1
 (ni − 1)S2i .
 where S2i is the sample variance of the ith sample.
 I The treatment sum of squares:
 SSTr =k∑
 i=1
 ni (X̄i+ − X̄ )2.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 7 / 24
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Testing equality of means (cont’d)
 I Now
 SSTot =k∑
 i=1
 ni∑j=1
 (Xij − X̄ )2
 =k∑
 i=1
 ni∑j=1
 ((Xij − X̄i+) + (X̄i+ − X̄ ))2
 =k∑
 i=1
 ni∑j=1
 (Xij − X̄i+)2 +k∑
 i=1
 ni∑j=1
 (X̄i+ − X̄ )2
 + 2k∑
 i=1
 ni∑j=1
 (Xij − X̄i+)(X̄i+ − X̄ )
 = SSE +k∑
 i=1
 ni (X̄i+ − X̄ )2 + 2k∑
 i=1
 (X̄i+ − X̄ )
 ni∑j=1
 (Xij − X̄i+)
 = SSE + SSTr.Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 8 / 24
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Testing equality of means (cont’d)
 I Note:
 SSEσ2
 =k∑
 i=1
 (ni − 1)S2i
 σ2
 andk∑
 i=1
 (ni − 1) = n − k.
 I Hence SSEσ2 is χ2(n − k).
 I It follows thatE [SSE] = (n − k)σ2,
 and so SSEn−k is an unbiased estimator for σ2, whether H0 is true or not.
 I We call
 MSE =SSEn − k
 the error mean square.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 9 / 24
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Testing equality of means (cont’d)
 I Moreover,
 k∑i=1
 ni∑j=1
 (Xij − µi )2 =
 k∑i=1
 ni∑j=1
 ((Xij − X̄i+) + (Xi+ − µi ))2
 =k∑
 i=1
 ni∑j=1
 (Xij − X̄i+)2 +k∑
 i=1
 ni∑j=1
 (X̄i+ − µi )2
 + 2k∑
 i=1
 ni∑j=1
 (Xij − X̄i+)(X̄i+ − µi )
 = SSE +k∑
 i=1
 ni (X̄i+ − µi )2
 + 2k∑
 i=1
 (X̄i+ − µi )
 ni∑j=1
 (Xij − X̄i+).
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 10 / 24
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Testing equality of means (cont’d)
 I Hence
 k∑i=1
 ni∑j=1
 (Xij − µi )2 = SSE +
 k∑i=1
 ni (X̄i+ − X̄ + X̄ − µ− τi )2
 = SSE +k∑
 i=1
 ni (X̄i+ − X̄ − τi )2 +
 k∑i=1
 ni (X̄ − µ)2
 + 2k∑
 i=1
 ni (X̄i+ − X̄ − τi )(X̄ − µ)
 = SSE +k∑
 i=1
 ni (X̄i+ − X̄ − τi )2 + n(X̄ − µ)2
 + 2(X̄ − µ)k∑
 i=1
 (ni X̄i+ − ni X̄ − niτi ).
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 11 / 24
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Testing equality of means (cont’d)
 I Thus
 k∑i=1
 ni∑j=1
 (Xij − µi )2 = SSE +
 k∑i=1
 ni (X̄i+ − X̄ − τi )2 + n(X̄ − µ)2
 + 2(X̄ − µ)
 (k∑
 i=1
 ni X̄i+ − nX̄ −k∑
 i=1
 niτi )
 )
 = SSE +k∑
 i=1
 ni (X̄i+ − X̄ − τi )2 + n(X̄ − µ)2
 + 2(X̄ − µ)(X++ − X++ − 0)
 = SSE +k∑
 i=1
 ni (X̄i+ − X̄ − τi )2 + n(X̄ − µ)2.
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Testing equality of means (cont’d)
 I For any i = 1, 2, . . . , k, ∑nij=1(Xij − µi )
 2
 σ2
 is χ2(ni ).
 I So ∑ki=1
 ∑nij=1(Xij − µi )
 2
 σ2
 is χ2(n).
 I We have already seen that SSEσ2 is χ2(n − k).
 I It follows from the observation that X̄ is N(µ, σ2
 n ) that
 n(X̄ − µ)2
 σ2
 is χ2(1).
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 13 / 24
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Testing equality of means (cont’d)
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Testing equality of means (cont’d)
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Testing equality of means (cont’d)
 I Moreover, it may be shown that
 SSEσ2
 ,∑ki=1 ni (X̄i+ − X̄ − τi )
 2
 σ2,
 andn(X̄ − µ)2
 σ2
 are independent.
 I It follows that ∑ki=1 ni (X̄i+ − X̄ − τi )
 2
 σ2
 is χ2(k − 1).I In particular,
 E
 [k∑
 i=1
 ni (X̄i+ − X̄ − τi )2
 ]= (k − 1)σ2.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 14 / 24
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Testing equality of means (cont’d)
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Testing equality of means (cont’d)
 I Now
 E
 [k∑
 i=1
 ni (X̄i+ − X̄ − τi )2
 ]= E
 [ k∑i=1
 ni (X̄i+ − X̄ )2 +k∑
 i=1
 niτ2i
 − 2k∑
 i=1
 niτi (X̄i+ − X̄ )
 ]
 = E [SSTr] +k∑
 i=1
 niτ2i − 2
 k∑i=1
 niτi (µi − µ)
 = E [SSTr] +k∑
 i=1
 niτ2i − 2
 k∑i=1
 niτ2i
 = E [SSTr]−k∑
 i=1
 niτ2i .
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 15 / 24
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Testing equality of means (cont’d)
 I And so
 E [SSTr] = (k − 1)σ2 +k∑
 i=1
 niτ2i .
 I Hence if H0 is true, that is, if τ1 = τ2 = · · · = τk = 0, then
 MSTr =SSTrk − 1
 ,
 which we call the treatment mean square, is an unbiased estimator forσ2, and otherwise, that is, if H0 is not true, will overestimate σ2.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 16 / 24
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Testing equality of means (cont’d)
 I To test H0, we compute
 F =MSTrMSE
 =SSTr/k − 1
 SSE/n − k.
 I Under H0, F is F (k − 1, n − k) and will be close to 1.
 I If H0 is false, MSTr will be inflated and F will be large.
 I Hence if U is F (k − 1, n − k) and f is the observed value of F , thenp-value = P(U ≥ f ).
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 17 / 24
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Testing equality of means (cont’d)
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Testing equality of means (cont’d)
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Example
 I The results of an experiment to compare four types of fertilizers forgrowing soybeans were as follows:
 Fertilizer Yield (bushels/acre)1 47, 42, 43, 46, 44, 42, 452 51, 58, 62, 49, 53, 51, 503 37, 39, 41, 38, 39, 37, 424 42, 43, 42, 45, 47, 50, 48
 I Assuming the samples are from N(µi , σ2), i = 1, 2, 3, 4, we wish to
 test
 H0 : µ1 = µ2 = µ3 = µ4
 HA : µi 6= µj for some i and j .
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 18 / 24
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Example (cont’d)
 I We find:
 x̄ = 45.46
 x̄1+ = 44.14
 x̄2+ = 53.43
 x̄3+ = 39.00
 x̄4+ = 45.29
 SSTot =4∑
 i=1
 7∑j=1
 (xij − x̄)2 = 990.96
 SSE =4∑
 i=1
 7∑j=1
 (xij − x̄i+)2 = 242.00
 SSTr =4∑
 i=1
 7(x̄i+ − x̄)2 = 748.96.
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Example (cont’d)
 I Hence we have
 f =SSTr/3
 SSE/24= 24.76.
 I If U is F (3, 24), then p-value = P(U ≥ 24.76) = 0.0000001595.
 I Thus we have very strong evidence for rejecting H0.
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Example (cont’d)
 I We perform the above analysis in R as follows:
 I First, create a file, say fertilizers.dat, with two columns labeledYield and Fertilizer.
 I In the Yield column, list the 28 data observations.I In the Fertilizer column label the data according to which sample it
 came from, A for the first sample, B for the second sample, C for thethird sample, and D for the fourth sample.
 I Next read the data into R with the command> a <- read.table("fertilizers.dat",header=TRUE)
 I The command> f.aov <- aov(Yield ∼ Fertilizer, a)will now perform the analysis of variance, storing the results in f.aov.
 I The command> summary(f.aov)will now print a summary of the analysis in the form of an ANOVAtable.
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Example (cont’d)
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Example (cont’d)
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Example (cont’d)
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Example (cont’d)
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Example (cont’d)
 I We perform the above analysis in R as follows:I First, create a file, say fertilizers.dat, with two columns labeled
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Example (cont’d)
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Example (cont’d)
 I The ANOVA table:
 Df Sum Sq Mean Sq F value Pr(>F)Fertilizer 3 748.96 249.65 24.759 1.595e-07 ***Residuals 24 242.00 10.08- - -Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’
 0.1 ‘ ’ 1
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Example (cont’d)
 I Alternatively, after reading the data into a, the commands> attach(a)and> anova(lm(Yield ∼ Fertilizer))will print the ANOVA table.
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Example (cont’d)
 I Alternatively, after reading the data into a, the commands> attach(a)and> anova(lm(Yield ∼ Fertilizer))will print the ANOVA table.
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Example (cont’d)
 I Using R Commander, read the data, and then:
 I Choose Linear model from the Models submenu of the Statisticsmenu.
 I Choose ANOVA table from the Hypothesis tests submenu of theModels menu.
 Dan Sloughter (Furman University) One-Way Analysis of Variance May 17, 2006 24 / 24

Page 65
                        

Example (cont’d)
 I Using R Commander, read the data, and then:
 I Choose Linear model from the Models submenu of the Statisticsmenu.
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Example (cont’d)
 I Using R Commander, read the data, and then:I Choose Linear model from the Models submenu of the Statistics
 menu.
 I Choose ANOVA table from the Hypothesis tests submenu of theModels menu.
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Example (cont’d)
 I Using R Commander, read the data, and then:I Choose Linear model from the Models submenu of the Statistics
 menu.I Choose ANOVA table from the Hypothesis tests submenu of the
 Models menu.
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