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NON-LINEAR ELLIPTIC PARTIAL DIFFERENTIALEQUATIONS
 PIOTR HAJ LASZ
 1. The classical Dirichlet problem and the origin of Sobolevspaces
 The classical Dirichlet problem reads as follows. Given an open domainΩ ⊂ Rn and g ∈ C0(∂Ω). Find u ∈ C2(Ω) ∩ C0(Ω) such that
 (1.1)−∆u = 0 in Ω ,u|∂Ω = g .
 This problem originates from the XIX’th century physics. To begin with,we shall provide a brief explanation of the physical context of the equation.This will also provide us with an intuition for the principles of the calculusof variations that will be developed later.
 Let Ω ⊂ R3 be a vacuum region and let E : Ω → R3 be an electric field(electrostatic case). Given two points x, y ∈ Ω, the integral
 (1.2)∫ y
 xE · ds
 does not depend on the choice of the curve that joins x with y inside Ω(provided Ω is simply connected). By the definition, (1.2) equals to∫ b
 aE(γ(t)) · γ(t) dt,
 where γ is a parametrization of the given curve that joins x and y. Here andin the sequel A ·B denotes the scalar product. We will also denote the scalarproduct by 〈A,B〉.
 Fix x0 ∈ Ω and define the potential u as follows
 u(x) = −∫ x
 x0
 E · ds.
 The potential u is a scalar function defined up to a constant (since we canchange the base point x0). We have
 E = −∇u .
 Date: June 23, 2010.
 1

Page 2
                        

2 PIOTR HAJ LASZ
 It is well known that the electric field is divergence free, div E = 0, andhence
 ∆u = div∇u = −div E = 0.
 Thus the potential u is a harmonic function inside Ω. Assume that theboundary ∂Ω of the vacuum region contains electrical charge that inducespotential g on ∂Ω. This electrical charge induces an electric field in Ω, sothe induced potential u in Ω satisfies ∆u = 0 in Ω and u|∂Ω = g. Thus u isa solution to the Dirichlet problem stated at the beginning.
 The energy of the electric field (up to a constant factor) is given by theformula
 Energy =∫
 Ω|E|2 =
 ∫Ω|∇u|2 .
 It is a general principle in physics that all the systems approach a config-uration with the minimal energy. Thus given potential g on the boundary∂Ω one may expect that induced potential u in Ω has the property that itminimizes the Dirichlet integral
 I(u) =∫
 Ω|∇u|2
 among all the functions1 u ∈ C2(Ω) such that u|∂Ω = g. Indeed, we have
 Theorem 1.1 (Dirichlet principle). Let Ω ⊂ Rn be an arbitrary open andbounded set and let u ∈ C2(Ω). Then the following conditions are equivalent:
 (a) ∆u = 0 in Ω,(b) u is a critical point of the functional I in the sense that
 d
 dt
 ∣∣∣∣t=0
 I(u + tϕ) = 0 for all ϕ ∈ C∞0 (Ω).
 If in addition u ∈ C2(Ω), and u|∂Ω = g, then we have one more equivalentcondition:
 (c) u minimizes I in the sense that I(u) ≤ I(w) for all w ∈ C2(Ω) withw|∂Ω = g.
 Remark 1.2. The assumption u ∈ C2(Ω) is certainly too strong, but it isnot our purpose to prove the result under minimal assumptions.
 1C2(Ω) is the class of functions on Ω that can be extended as C2 functions to Rn. Wedo not impose any regularity conditions on ∂Ω. By C∞
 0 (Ω) we shall denote the class ofsmooth functions compactly supported in Ω.
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NON-LINEAR ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 3
 Proof of Theorem 1.1. To prove the equivalence between (a) and (b) ob-serve that for any u ∈ C2(Ω) and ϕ ∈ C∞
 0 (Ω) we have
 d
 dt
 ∣∣∣∣t=0
 ∫Ω∇(u + tϕ)|2 =
 d
 dt
 ∣∣∣∣t=0
 ∫Ω〈∇u + t∇ϕ,∇u + t∇ϕ〉
 =d
 dt
 ∣∣∣∣t=0
 (∫Ω|∇u|2 + 2t
 ∫Ω〈∇u,∇ϕ〉+ t2
 ∫Ω|∇ϕ|2
 )= 2
 ∫Ω〈∇u,∇ϕ〉 = −
 ∫Ω(∆u)ϕ.
 The last equality follows from integration by parts. Now the implication(a)⇒(b) is obvious. The implication (b)⇒(a) follows from the following im-portant lemma.
 Lemma 1.3. If f ∈ L1loc(Ω) satisfies
 ∫Ω fϕ = 0 for any ϕ ∈ C∞
 0 (Ω), thenf = 0 a.e.
 Proof. Suppose that f 6≡ 0. We can assume f is positive on a set ofpositive measure (otherwise we replace f by −f). Then there is a compactset K ⊂ Ω, |K| > 0 and ε > 0 such that f ≥ ε on K.
 Let Gi be a sequence of open sets such that K ⊂ Gi ⊂⊂ Ω, |Gi \K| → 0as i→∞. Take ϕi ∈ C∞
 0 (Gi) with 0 ≤ ϕ ≤ 1, ϕi|K ≡ 1. Then
 0 =∫
 Ωfϕi ≥ ε|K| −
 ∫Gi\K
 |f | → ε|K| ,
 as i→∞, which is a contradiction. The proof is complete. 2
 We are left with the proof of the equivalence with (c) under the givenadditional regularity assumptions. For u = w on ∂Ω we have∫
 Ω|∇w|2 =
 ∫Ω|∇(w − u) +∇u|2
 =∫
 Ω|∇(w − u)|2 +
 ∫Ω|∇u|2 + 2
 ∫Ω〈∇(w − u),∇u〉
 =∫
 Ω|∇(w − u)|2 +
 ∫Ω|∇u|2 − 2
 ∫Ω(w − u)∆u.(1.3)
 The last equality follows from the integration by parts and the fact thatw − u = 0 on ∂Ω.
 (a)⇒(c) ∆u = 0 and hence the last term in (1.3) equals zero, so∫
 Ω |∇w|2 >∫Ω |∇u|2 unless w = u.
 (c)⇒(b) Take w = u + tϕ. Then w ∈ C2(Ω), w|∂Ω = g, so I(t + tϕ) ≥ I(u).Thus t 7→ I(u + tϕ) attains minimum at t = 0 and (b) follows.
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4 PIOTR HAJ LASZ
 1.1. Direct method in the calculus of variations. Riemann concludedthat the Dirichlet problem was solvable, reasoning that I is nonnegative thusattains a minimum value. Choosing a function u such I(u) = min I, solvesthe problem.
 Of course this “proof” of the existence of the solution is not correct. Thefunction I is defined on an infinite dimensional object: the space of functionsand there is no reason why the minimum of I should be attained.
 The first rigorous proof of the existence of the solution of the Dirichletproblem was obtained by a different method. Later, however, Hilbert showedthat it was possible to solve the Dirichlet problem using Riemann’s strategy.This was the beginning of the so called direct methods in the calculus ofvariations. We will explain the principles of this method in a general settingof Banach spaces.
 Till the end of the section we assume that I : X → R is a function (calledfunctional) defined on a Banach space (X, ‖ · ‖). We want to emphasize thatdespite the name “functional” we do not assume linearity of I. Actually, inall the interesting instances I will not be linear. We want to find reasonableconditions that will guarantee existence of u such that
 (1.4) I(u) = infu∈X
 I(u).
 Function u as in (1.4) is called a minimizer of I and the problem of findinga minimizer is called a variational problem.
 Definition 1.4. We say that I is sequentially weakly lower semicontinuous(SWLSC) if for every weakly convergent sequence2 un u in X, I(u) ≤lim infn→∞ I(un). We say that the functional I is coercive if ‖un‖ → ∞implies I(un)→∞.
 We shall use the following well known result from functional analysis.
 Theorem 1.5. Every bounded sequence in a reflexive Banach space containsa weakly convergent subsequence. 2
 The following result explains the main idea behind the direct method inthe calculus of variations.
 Theorem 1.6. If X is a reflexive Banach space and I : X → R is SWLSCand coercive, then there exists u ∈ X such that I(u) = infu∈X I(u).
 Proof. Let un be a sequence such that I(un) → infX I. Such a sequenceshall be called a minimizing sequence.
 2Recall that the weak convergence un u in X means that for every linear continuousfunctional e ∈ X∗ we have 〈e, un〉 → 〈e, u〉.
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NON-LINEAR ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 5
 Coercivity yields boundedness of the sequence un. Since the space is re-flexive, we can find a subsequence unk
 u weakly convergent to someelement u ∈ X. Then
 I(u) ≤ lim infk→∞
 I(unk) = inf
 u∈XI(u),
 and the theorem follows. 2
 In general, the most difficult condition to deal with is the SWLSC condi-tion. Note that it does not follow from the continuity of I which would bemuch easier to check.
 An important class of functionals for which it is relatively easy to verifythe SWLSC condition is the class of convex functionals.
 Definition 1.7. A functional I : X → R is called convex if I(tu+(1−t)v) ≤tI(u)+ (1− t)I(v) whenever t ∈ [0, 1] and u, v ∈ X. We say that I is strictlyconvex if I(tu+(1− t)v) < tI(u)+(1− t)I(v) whenever t ∈ (0, 1) and u 6= v.
 We say that I is lower semicontinuous if the convergence in norm un → uimplies I(u) ≤ lim infn→∞ I(un).
 Theorem 1.8. If X is a normed space and I : X → R is convex and lowersemicontinuous, then I is SWLSC.
 Proof. In the proof we will need Mazur’s lemma which states that for aweakly convergent sequence un u in X, a sequence of convex combinationsof un converges to u in norm.
 Lemma 1.9 (Mazur’s lemma). Let X be a normed space and let un u bea weakly convergent sequence in X. Then vn → u in norm for some sequencevn of the form
 vn =N(n)∑k=n
 ankuk
 where ank ≥ 0,∑N(n)
 k=n ank = 1. 2
 To prove the theorem we have to prove that un u implies I(u) ≤lim infn→∞ I(un). Denote lim infn→∞ I(un) = g. We can find a subsequenceof un (still denoted by un) such that I(un) → g. Let vn be a sequence asin Mazur’s lemma, constructed to a selected subsequence un. Then by lowersemicontinuity and convexity we have
 I(u) ≤ lim infn→∞
 I(vn) ≤ lim infn→∞
 N(n)∑k=n
 ankI(uk) = g = lim infn→∞
 I(un).
 This completes the proof of the theorem. 2
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 Corollary 1.10. If I : X → R is a convex, lower semicontinuous, and coer-cive functional defined an a reflexive Banach space, then I attains minimumon X, i.e. there exists u ∈ X such that I(u) = infX I(u). If, in addition, thefunctional is strictly convex, the minimum is unique. 2
 As we will see, in many cases it is very easy to verify assumptions of theabove corollary. Such an abstract approach to the existence of minimizers ofvariational problems was proposed by Mazur and Schauder in 1936 in theInternational Congress of Mathematics in Oslo.
 1.2. Origin of Sobolev spaces. According to the Dirichelt principle, inorder to solve the Dirichlet problem (1.1) it suffices to show that the func-tional I(u) =
 ∫Ω |∇u|2 attains a minimum in the space
 C2g (Ω) =
 u ∈ C2(Ω) : u|∂Ω = g
 .
 Let’s try to apply Corollary 1.10. The first problem is that the space C2g (Ω)
 is not linear, but it is easy to handle: Let w ∈ C2(Ω) be any function suchthat w|∂Ω = g. Then
 C2g (Ω) = w + C2
 b (Ω) =w + u : u ∈ C2
 b (Ω)
 ,
 where C2b (Ω) is a subspace of C2(Ω) consisting of functions vanishing at the
 boundary. Let J : C2b (Ω) → R be defined by J(u) = I(w + u). Clearly u
 is a minimizer of J : C2b (Ω) → R if and only if w + u is a minimizer of
 I : C2g (Ω) → R. Thus an equivalent problem is to find a minimizer of J in
 the space C2b (Ω).
 If Ω is bounded, C2b (Ω) is a Banach space with respect to the norm
 ‖u‖C2 = supx∈Ω
 (|u(x)|+ |∇u(x)|+ |∇2u(x)|
 ),
 where ∇2u denotes the matrix of all second order partial derivatives.
 The functional J is convex and continuous. Unfortunately neither thespace C2
 b (Ω) is reflexive nor the functional J is coercive. If n ≥ 2, thenone can construct a sequence of C2
 b (Ω) functions with the supremum norm(and hence the C2 norm) divergent to infinity, but with the L2 norm of thegradient approaching to zero. This proves that the functional is not coercive.It is also easy to construct a relevant example when n = 1. We leave detailsto the reader.
 To obtain both coercivity and reflexivity we need introduce a differentnorm
 ‖u‖1,2 = ‖u‖2 + ‖∇u‖2.This causes, however, another problem: the space C2
 b (Ω) is not completewith respect to this norm, so we need to take a completion of the space.
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NON-LINEAR ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 7
 More precisely, let Ω ⊂ Rn be an open set and 1 ≤ p < ∞. The Sobolevspace W 1,p(Ω) is defined as a completion of the set of C∞(Ω) functions withrespect to the norm
 ‖u‖1,p = ‖u‖p + ‖∇u‖p .
 Of course, we take into account only those C∞ functions for which the normis finite.
 Since I defined on C∞(Ω)∩W 1,2(Ω) is locally uniformly continuous3 withrespect to ‖ · ‖1,2, it is easy to see that it uniquely extends to a continuousfunction on W 1,2(Ω).
 W 1,2(Ω) is a Hilbert space with the inner product4
 〈u, v〉 =∫
 Ωuv +
 ∫Ω∇u · ∇v.
 In particular it is reflexive. It is still not a correct setting for the Dirichletproblem since we are looking for a minimizer in the class of functions withfixed restriction (called trace) on the boundary.
 The subspace W 1,p0 (Ω) ⊂ W 1,p(Ω) is defined as the closure of the subset
 C∞0 (Ω) in the Sobolev norm. Roughly speaking W 1,p
 0 (Ω) is a subspace ofW 1,p(Ω) consisting of functions which vanish on the boundary.
 Fix w ∈ W 1,p(Ω) and define W 1,pw (Ω) = w + W 1,p
 0 (Ω). Thus W 1,pw (Ω)
 consists of all those functions in the Sobolev space that, in some sense, havethe same trace at the boundary as w. Note that W 1,p
 w (Ω) is not linear, butan affine subspace of W 1,p(Ω). The elements of the Sobolev space need notbe continuous, so it does not make sense to take restriction to the boundaryand we should understand that elements of W 1,p
 w (Ω) have the same trace onthe boundary as w only in a generalized sense explained above.
 Now we are ready to formulate the variational problem of finding mini-mizer of I(u) =
 ∫Ω |∇u|2 with given trace on the boundary in the setting of
 Sobolev spaces.
 Variational problem. Let Ω ⊂ Rn be open and bounded and let w ∈W 1,2(Ω). Find u ∈W 1,2
 w (Ω) such that
 (1.5)∫
 Ω|∇u|2 = inf
 u∈W 1,2w (Ω)
 ∫Ω|∇u|2.
 Theorem 1.11. Let Ω ⊂ Rn be open and bounded and let w ∈ W 1,2(Ω).Then there exists unique u ∈W 1,2
 w (Ω) which minimizes the Dirichlet integralin the sense of (1.5).
 3|I(u)− I(v)| = | ‖∇u‖22 − ‖∇v‖2
 2 | ≤ ‖∇u−∇v‖2(‖∇u‖2 + ‖∇v‖2).4We consider only real valued functions, so we do not need to take the complex
 conjugate.
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 Proof. Let J(u) = I(u + w). Now J : W 1,20 (Ω) → R and the problem of
 finding a minimizer of I over W 1,2w (Ω) is equivalent to the problem of finding
 a minimizer of J over W 1,20 (Ω).
 The functional J is strictly convex and continuous on a reflexive (Hilbert)space W 1,2
 0 (Ω). To prove existence of a minimizer it remains to prove thatJ is coercive. Then uniqueness will follow from strict convexity of the func-tional J .
 Lemma 1.12 (Poincare). Let Ω ⊂ Rn be open and bounded. For u ∈W 1,p
 0 (Ω), 1 ≤ p <∞, we have(∫Ω|u|p dx
 )1/p
 ≤ C(p, Ω)(∫
 Ω|∇u|p dx
 )1/p
 .
 Proof. Assume that u ∈ C∞0 (Ω). The general case follows by the approxi-
 mation argument5. Let M > 0 be such that Ω ⊂ [−M,M ]n. Then for everyx ∈ [−M,M ]n
 u(x) =∫ x1
 −MD1u(t, x2, . . . , xn) dt ≤
 ∫ M
 −M|D1u| dt.
 Here D1u denotes the partial derivative with respect to the first variable.Holder’s inequality yields
 |u(x)|p ≤ 2p−1Mp−1
 ∫ M
 −M|D1u|p dt,
 and the assertion follows upon integration of this inequality with respect tox. 2
 The space W 1,20 (Ω) is equipped with a norm ‖u‖1,2 = ‖u‖2 + ‖∇u‖2. The
 Poincare inequality for p = 2 states that ‖∇u‖2 is an equivalent norm onthe space W 1,2
 0 (Ω). Hence for a sequence uk ∈W 1,20 (Ω), ‖uk‖1,2 →∞ if and
 only if ‖∇uk‖2 →∞.
 Now the inequality J(u)1/2 = ‖∇(u+w)‖2 ≥ ‖∇u‖2−‖∇w‖2 implies thatif ‖uk‖1,2 →∞ in W 1,2
 0 (Ω), then J(uk)→∞ which means the functional Jis coercive. The proof of Theorem 1.11 is complete. 2
 Remark 1.13. Observe that I(u) =∫
 Ω |∇u|2 is strictly convex and contin-uous on any of the spaces W 1,p(Ω) for p ≥ 2. As we will see all the spacesW 1,p, 1 < p <∞ are reflexive. However I is not coercive when p > 2.
 In the classical setting of C2 functions, the Dirichlet principle asserts thatfinding minimizer of the Dirichlet integral is equivalent to solving the Dirich-let problem. We proved that the Dirichlet integral has unique minimizer in
 5By definition C∞0 (Ω) is dense in W 1,2
 0 (Ω).
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 the setting of Sobolev spaces. Does it solve the Dirichlet problem? This is farfrom being obvious. For the Dirichlet problem the function needs to be twicedifferentiable, but we only know that the minimizer exists in the Sobolevspace. Is there any interpretation of the Dirichlet principle in the settingof Sobolev spaces? How is it related to the classical Dirichlet problem. Wewill answer all the questions raised here, but to do this we have to developmachinery of Sobolev spaces.
 The method of solving variational problems (more general than the onedescribed above) consists very often of two main steps. First we prove theexistence of the solution in a Sobolev space. This space is very large. Toolarge. Then using the theory of Sobolev spaces one can prove that this solu-tion is in fact more regular. For example later we will prove that the Sobolevminimizer of (1.5) is C∞ smooth, which will imply that u is actually the clas-sical harmonic function. Moreover we will prove that under some regularityconditions for the boundary, the Sobolev minimizer of the Dirichlet integralsolves the classical Dirichlet problem.
 2. Sobolev spaces
 2.1. Basic definitions and results. We will develop now a rigorous theoryof Sobolev spaces. We will use a different definition than above, but as weshall see both definitions are equivalent.
 Definition 2.1. Let Ω ⊂ Rn be an open set, u, v ∈ L1loc(Ω) and let α be a
 multiindex. We say that Dαu = v in the weak sense if∫Ω
 vϕ = (−1)|α|∫
 ΩuDαϕ for all ϕ ∈ C∞
 0 (Ω).
 The weak derivative is unique. Indeed, if Dαu = v1 and Dαu = v2 in theweak sense, then ∫
 Ωv1ϕ =
 ∫Ω
 v2ϕ = (−1)|α|∫
 ΩuDαϕ
 for all ϕ ∈ C∞0 (Ω), so∫
 Ω(v1 − v2)ϕ = 0 for all ϕ ∈ C∞
 0 (Ω)
 and hence v1 = v2 a.e. by Lemma 1.3.
 If u ∈ C1(Ω), then integration by parts formula yields that weak partialderivatives of u coincide with the classical partial derivatives of u.
 Definition 2.2. Let 1 ≤ p ≤ ∞ and let m be an integer. The Sobolevspace Wm,p(Ω) is the space of all functions u ∈ Lp(Ω) such that the partial
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 derivatives of order less than or equal to m exist in the weak sense andbelong to Lp(Ω). The space is equipped with the norm
 ‖u‖m,p =∑|α|≤m
 ‖Dαu‖p.
 Theorem 2.3. Wm,p(Ω) is a Banach space.
 Proof. If uk is a Cauchy sequence in Wm,p(Ω), then for every |α| ≤ m,Dαuk converges in Lp(Ω) to some uα ∈ Lp(Ω) (we will write u instead ofu0). Since∫
 ΩuDαϕ←
 ∫Ω
 ukDαϕ = (−1)|α|
 ∫Ω
 Dαukϕ→ (−1)|α|∫
 Ωuαϕ,
 we conclude that uα = Dαu and that uk converges to u in the norm of Wm,p.2
 Exercise 2.4 (Leibnitz formula). Prove that if u ∈ Wm,p(Ω) and ϕ ∈C∞(Ω) has bounded derivatives for all |α| ≤ m, then ϕu ∈Wm,p(Ω) and
 Dα(uϕ) =∑β≤α
 (α
 β
 )DβuDα−βϕ .
 Theorem 2.5 (Meyers-Serrin). Let Ω ⊂ Rn be open, m ≥ 1 and 1 ≤ p <∞.Then C∞(Ω) functions are dense in Wm,p(Ω). 2
 The idea of the proof is a follows: using partition of unity we representthe function as a series of functions with compact support. Next we approx-imate each compactly supported function by convolution which gives us acompactly supported smooth function. Finally we add the resulting smoothfunctions to obtain a smooth approximation of the original function.
 According to the Meyers-Serrin theorem, equivalently, we could definethe Sobolev space as a completion of the space of smooth functions withrespect to the Sobolev norm which is to say that the definition involvingweak derivative is equivalent to the one discussed in Section 1.
 Definition 2.6. We define Wm,p0 (Ω) ⊂Wm,p(Ω) as a closure of the C∞
 0 (Ω)functions in the Sobolev norm. Clearly Wm,p
 0 (Ω) is a closed linear subspaceof Wm,p(Ω). We also define the local Sobolev space Wm,p
 loc (Ω) by assumingLp integrability of a function and its derivatives on compact subsets of Ω.
 Theorem 2.7. C∞0 is dense in Wm,p(Rn), provided 1 ≤ p <∞.
 In other words Wm,p(Rn) = Wm,p0 (Rn). The proof is based on the
 following idea: using approximation by convolution we can approximateu ∈ Wm,p(Rn) by smooth functions. Then multiplication with a cut-offfunctions yields approximation by compactly supported smooth functions.
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 If Ω is a bounded domain, then C∞0 (Ω) functions are not dense in
 Wm,p(Ω), so Wm,p(Ω) 6= Wm,p0 (Ω). Indeed, Poincare inequality, Lemma 1.12
 yields that nonzero constant functions belong to Wm,p(Ω) \Wm,p0 (Ω). That
 is consistent with our intuition: functions in Wm,p0 (Ω) have zero trace on the
 boundary (in a weak sense), but certainly constant nonzero functions shouldnot have zero trace.
 Exercise 2.8. Let Ω be a two dimensional disc with one radius removed.Prove that C∞(Ω) functions are not dense in W 1,p(Ω).
 However, we have
 Theorem 2.9. If Ω is a bounded domain whose boundary if locally a graphof a continuous function, then C∞(Ω) is a dense subset of Wm,p(Ω) for all1 ≤ p <∞, m ≥ 1. 2
 2.2. Dirichlet principle again.
 Definition 2.10. We say that u ∈ W 1,2(Ω) is weakly harmonic or weaksolution to the Laplace equation ∆u = 0, if
 (2.1)∫
 Ω∇u · ∇ϕ = 0 for all ϕ ∈ C∞
 0 (Ω).
 For any function u ∈ C2(Ω), integration by parts gives∫Ω∇u · ∇ϕ = −
 ∫Ω(∆u)ϕ,
 so Lemma 1.3 yields that u is weakly harmonic if and only if u is harmonicin the classical sense.
 The notion of weakly harmonic function provides the missing link betweenSobolev minimizers of the Dirichlet integral and solutions to the Dirichletproblem. We proved that if Ω ⊂ Rn is open and bounded and w ∈W 1,2(Ω),then there is unique u ∈W 1,2
 w (Ω) such that
 (2.2) I(u) = infu∈W 1,2
 w (Ω)I(u), where I(u) =
 ∫Ω|∇u|2.
 The following result is a version of the Dirichlet principle in the setting ofSobolev spaces.
 Theorem 2.11. u is a minimizer of the Dirichlet integral (2.2) in a boundeddomain Ω if and only if u is a weak solution to the Dirichelt problem
 (2.3)−∆u = 0 in Ω, in the weak sense,u ∈W 1,2
 w (Ω).
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 Proof. ⇒ Let u be a minimizer of (2.2). Then u + tϕ ∈ W 1,2w (Ω) for all
 ϕ ∈ C∞0 (Ω) and hence the function g(t) = I(u + tϕ) attains minimum at
 t = 0. Hence
 0 = g′(0) =d
 dt
 ∣∣∣∣t=0
 ∫Ω|∇(u + tϕ)|2 dx
 =d
 dt
 ∣∣∣∣t=0
 (∫Ω|∇u|2 + 2t
 ∫Ω∇u · ∇ϕ + t2
 ∫Ω|∇ϕ|2
 )= 2
 ∫Ω∇u · ∇ϕ .
 This, however, means that u is a weakly harmonic function in Ω.
 ⇐ Let u be a weak solution to the Dirichlet problem (2.3). We need to showthat u is a minimizer of (2.2). The variational problem (2.2) has a uniqueminimizer u, which, as proved above, is a solution to the Dirichlet problemand thus it suffices to show that the Dirichelt problem has a unique solution.Thus we need to show that if u1 and u2 are solutions to (2.3), then u1 = u2
 a.e. We have −∆(u1 − u2) = 0 in Ω
 u1 − u2 ∈W 1,20 (Ω).
 That means ∫Ω∇(u1 − u2) · ∇ϕ = 0 for all ϕ ∈ C∞
 0 (Ω).
 Applying this identity to ϕk ∈ C∞0 (Ω), ϕk → u1−u2 in W 1,2(Ω) and passing
 to the limit we obtain ∫Ω|∇(u1 − u2)|2 = 0.
 Now the Poincare inequality, Lemma 1.12 yields∫Ω|u1 − u2|2 ≤ C
 ∫Ω|∇(u1 − u2)|2 = 0
 and hence u1 = u2 a.e. 2
 We proved a version of the Dirichelt principle in the Sobolev setting.However, it is still unclear how the weak solutions to the Dirichlet problem(whose existence we proved) are related to the classical Dirichlet problem(1.1). Later we will prove (Weyl’s lemma, Theorem 3.1) that weakly har-monic functions are C∞ classical harmonic functions and that under someregularity conditions for the boundary, weak solutions of (2.3) are continu-ous up to the boundary (Theorems 3.23 and 3.24), so in such a case, weaksolutions to (2.3) are actually classical solutions to the Dirichlet problem.This illustrates a modern approach to partial differential equations and vari-ational problems: instead of finding a direct proof of the existence of a clas-sical solution, first we prove existence of a solution in the Sobolev space
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 and then we prove its regularity. In the example discussed above we con-sidered the most simple elliptic equation ∆u = 0, but soon we will see thatvariational approach applies also to complicated nonlinear equations.
 2.3. Reflexivity. We have already seen that reflexivity plays an importantrole in the direct methods of the calculus of variations.
 Theorem 2.12. Let Ω ⊂ Rn be open, 1 < p < ∞ and let m ≥ 1 be aninteger. Then the Sobolev space Wm,p(Ω) is reflexive.
 Proof. For the sake of simplicity of notation we will prove the theorem inthe case m = 1 only, but a very similar argument can be used to cover thecase of higher order derivatives as well. Closed subspaces of reflexive spacesare reflexive. Thus it suffices to find an isomorphism between W 1,p(Ω) and aclosed subspace of Lp(Ω, Rn+1). Such an isomorphism is given by a mapping
 W 1,p(Ω) 3 u 7→ (u,∇u) ∈ Lp(Ω, Rn+1).
 This mapping is actually an isometry between W 1,p and a closed subspaceof Lp. 2
 The space Wm,1 is not reflexive and this is one of the major reasons fordifficulty of variational problems which are formulated in the W 1,1 setting.
 Reflexivity of Lp, 1 < p <∞ implies also the following useful characteri-zation of W 1,p.
 Theorem 2.13. Let 1 < p <∞. Then u ∈W 1,p(Rn) if and only if there isa constant C > 0 such that
 ‖τhu− u‖p ≤ C|h|for all h ∈ Rn, where τu(x) = u(x + h) is the translation of u by a vector h.
 Proof.⇒ It suffices to assume that u ∈ C∞(Rn) — the general case followsupon taking the smooth approximation of u. We have
 u(x + h)− u(x) =∫ 1
 0
 d
 dtu(x + th) dt =
 ∫ 1
 0∇u(x + th) · h dt.
 Holder’s inequality and Fubini’s theorem yield∫Rn
 |u(x + h)− u(x)|p dx ≤∫
 Rn
 ∣∣∣∣∫ 1
 0∇u(x + th) · h dt
 ∣∣∣∣p dx
 ≤∫
 Rn
 ∫ 1
 0|∇u(x + th)|p|h|p dtdx
 = |h|p∫ 1
 0
 ∫Rn
 |∇u(x + th)|p dx︸ ︷︷ ︸∫Rn |∇u(x)|p dx
 dt
 = |h|p ‖∇u‖pp
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 and hence
 ‖τhu− u‖p =∫
 Rn
 |u(x + h)− u(x)|p dx ≤ |h| ‖∇u‖p.
 ⇐ Denote by ek one of the coordinate directions. Let R 3 hi → 0. It followsfrom the assumption that(∫
 Rn
 ∣∣∣∣u(x + hiek)− u(x)hi
 ∣∣∣∣p)1/p
 ≤ C.
 Thus the sequence (u(x + hiek) − u(x))/hi is bounded in Lp(Rn). By thereflexivity of Lp we can extract a weakly convergent subsequence to someuk ∈ Lp(Rn). It remains to show that weak partial derivative ∂u/∂xk equalsuk. Let ϕ ∈ C∞
 0 (Rn). We have∫Rn
 ukϕ = limj→∞
 ∫Rn
 (u(x + hijek)− u(x)
 hij
 )ϕ(x) dx
 = limj→∞
 ∫Rn
 u(x)(
 ϕ(x− hijek)− ϕ(x)hij
 )dx
 = −∫
 Rn
 u(x)∂ϕ
 ∂xk(x) dx.
 The proof is complete. 2
 In the second part of the above proof we used boundedness in Lp of thedifference quotients only for small hi, so the same proof gives the followingvariant of the above result.
 Corollary 2.14. Let 1 < p < ∞. Then u ∈ W 1,p(Rn) if and only if u ∈Lp(Rn) and lim suph→0 ‖τhu− u‖p/|h| <∞.
 Also the argument used in the proof can be localized. That leads to thefollowing result
 Theorem 2.15. Let 1 < p <∞ and let Ω ⊂ Rn be open. Then u ∈W 1,p(Ω)if and only if u ∈ Lp(Ω) and there is a constant C > 0 such that
 ‖u(·+ h)− u(·)‖Lp(Ω′) ≤ CΩ′ |h|,
 provided |h| < min12dist (Ω′, ∂Ω), 1).
 Exercise 2.16. Prove that if u ∈W 1,p(Rn), 1 ≤ p <∞, then
 u(x + hek)− u(x)h
 → ∂u
 ∂xkas h→ 0
 in the norm of Lp(Rn).
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 2.4. ACL characterization.
 Definition 2.17. We say that a function f : [a, b]→ R is absolutely contin-uous if for every ε > 0 there is δ > 0 such that if
 (x1, x1 + h1), . . . , (xk, xk + hk)
 are pairwise disjoint intervals in [a, b] of total length less than δ, i.e.∑ki=1 hi < δ, then
 k∑i=1
 |u(xi + hi)− u(xi)| < ε.
 In particular Lipschitz functions are absolutely continuous.
 Proposition 2.18. If u, v : [a, b]→ R are absolutely continuous, then u±v,uv are absolutely continuous. If in addition v ≥ c > 0 on [a, b], then u/v isabsolutely continuous. 2
 The following result provides an amazing characterization of absolutelycontinuous functions.
 Theorem 2.19. Let f ∈ L1([a, b]). Then the function F (x) =∫ xa f(t) dt is
 absolutely continuous. On the other hand if F is absolutely continuous, thenF is differentiable a.e., F ′ ∈ L1([a, b]) and
 F (x) = F (a) +∫ x
 aF ′(t) dx for all x ∈ [a, b].
 Thus the absolutely continuous functions are exactly the functions forwhich the fundamental theorem of calculus is true. Hence one can easilyprove
 Theorem 2.20 (Integration by parts). If the functions f, g : [a, b]→ R areabsolutely continuous, then∫ b
 afg′ = fg|ba −
 ∫ b
 af ′g.
 The weak derivative of a function is defined through the validity of in-tegration by parts. Thus for absolutely continuous functions the pointwisederivative which exists a.e. equals to the weak derivative. That means iff : [a, b]→ R is absolutely continuous, then f ∈W 1,1(a, b). It turns out thatthe converse implication is also true.
 Theorem 2.21. u ∈W 1,p(a, b), 1 ≤ p ≤ ∞ if and only if u can be modifiedon a set of measure zero in such a way that
 (a) u ∈ Lp(a, b);(b) u is absolutely continuous on every compact interval in (a, b) and the
 pointwise derivative u′ (which exists a.e.) belongs to Lp(a, b).
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 Moreover the pointwise derivative u′ equals the weak one.
 This characterization has a higher dimensional analog.
 Definition 2.22. If U ⊂ R is open, we say that u ∈ AC(U) if u is absolutelycontinuous on every compact interval in U . Let Ω ⊂ Rn. We say that uis absolutely continuous on lines, u ∈ ACL(Ω), if the function u is Borelmeasurable and for almost every line ` parallel to one of the coordinateaxes, u|` ∈ AC(Ω ∩ `). Since absolutely continuous functions in dimensionone are differentiable a.e., u ∈ ACL(Ω) has partial derivatives a.e. and hence∇u is defined a.e. Now we say that u ∈ ACLp(Ω) if u ∈ Lp(Ω) ∩ ACL(Ω)and |∇u| ∈ Lp(Ω).
 Theorem 2.23 (Nikodym; ACL characterization). For 1 ≤ p ≤ ∞ and anyopen set Ω ⊂ Rn
 W 1,p(Ω) = ACLp(Ω).Moreover the pointwise partial derivatives of an ACLp(Ω) function equal tothe weak partial derivatives.
 The theorem asserts that each ACLp(Ω) function belongs to W 1,p(Ω)and that the classical partial derivatives (which exist a.e. for elements ofACLp(Ω)) are equal to weak partial derivatives. On the other hand everyelement u ∈ W 1,p(Ω) can be alternated on a set of measure zero in a waythat the resulting function belongs to ACLp(Ω).
 The proof of the inclusion ACLp(Ω) ⊂W 1,p(Ω) is easy. It follows from thefact that integration by parts holds for the absolutely continuous functions,from the Fubini theorem, and from the definition of the weak derivative.The opposite implication is more involved and we will not prove it.
 Exercise 2.24. Given n > 1 and 1 ≤ p < ∞, find all α > 0 such thatu(x) = |x|−α ∈W 1,p(Bn(0, 1)).
 Solution. Denote Ω = Bn(0, 1). The function u is smooth away from 0,but it is discontinuous at the 0. For x 6= 0 we have
 ∂u
 ∂xi= − αxi|x|α+2
 ,
 so|∇u(x)| = α
 |x|α+1, x 6= 0.
 This implies that |∇u| ∈ Lp(Ω) if and only if (α + 1)p < n, i.e. if and onlyif α < (n− p)/p. In this range of α we also have u ∈ Lp(Ω). We would liketo conclude that u ∈ W 1,p(Ω) if and only if α < (n − p)/p, but there is aproblem. Since u is smooth in Ω \ 0, then clearly the partial derivativesof u are weak derivatives in Ω \ 0. However, that we do not know yet ifthe partial derivatives are weak derivatives in Ω with 0 included: they are
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 discontinuous! The problem disappears if we apply the ACL characteriza-tion. The function u is continuous on almost all lines. It is actually smoothon all lines except the lines passing through the origin. Thus according tothe ACL characterization of the Sobolev space it suffices to find p such thatu ∈ Lp and the pointwise gradient, defined everywhere but at 0, is in Lp.But as was observed above, it is the case if and only if α < (n− p)/p.
 Note that if p > n, then (n− p)/p < 0, so there is no such α.
 One can also solve the problem more directly without referring to theACL characterization of the Sobolev space.
 We will show that the pointwise derivatives of u, defined on Ω \ 0, andhence defined a.e. in Ω are weak partial derivatives on Ω (with 0 included)if 0 ≤ α < n− 1. Let ϕ ∈ C∞
 0 (Ω). Fix ε > 0. We have
 (2.4)∫
 Ω\Bn(0,ε)u
 ∂ϕ
 ∂xi= −
 ∫Ω\Bn(0,ε)
 ∂u
 ∂xiϕ +
 ∫∂Bn(0,ε)
 uϕνi dσ
 where ν = (ν1, . . . , νn) is the inward pointing normal on ∂Bn(0, ε). If 0 ≤α < n− 1, |∇u| ∈ L1(Ω) and in this case∣∣∣∣∣∫∂Bn(0,ε)
 uϕνi dσ
 ∣∣∣∣∣ ≤ ‖ϕ‖∞∫∂Bn(0,ε)
 ε−α dσ ≤ Cεn−1−α → 0 as ε→ 0.
 Hence passing to the limit in (2.4) yields∫Ω
 u∂ϕ
 ∂xi= −
 ∫Ω
 ∂u
 ∂xiϕ for all ϕ ∈ C∞
 0 (Ω).
 Recall that u, |∇u| ∈ Lp(Ω) if and only if α < (n− p)/p. Since this impliesα < n− 1 we see that the pointwise derivatives are equal to the weak oneson all of Ω and hence u ∈W 1,p(Ω) if and only if α < (n− p)/p. 2
 The above example shows that Sobolev functions need not be continuouswhen 1 ≤ p < n. However, if p > n, then (n− p)/p < 0 and we cannot findα satisfying 0 < α < (n − p)/p. Actually, we will prove later that if p > n,then Sobolev functions are Holder continuous (after being redefined on a setof measure zero). This still does not answer what happens when p = n. Itturns out that in this case Sobolev functions need not be continuous as well,but the example has to be different.
 Exercise 2.25. Prove that u(x) = log | log |x|| belongs to W 1,n(Bn(0, e−1)).
 The above two examples show that Sobolev functions in W 1,p for 1 ≤ p ≤n may have one point singularity. Adding a finite number of such functionswe may easily construct Sobolev functions with a finite number of singular-ities. However, it turns out that it is also possible to construct a Sobolevfunction that is essentially discontinuous everywhere.
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 Example 2.26. Fix 1 ≤ p < n and 0 < α < (n− p)/p. Let D = xi∞i=1 bea countable and dense subset of of Ω = Bn(0, 1/2). Define
 (2.5) u(x) =∞∑i=1
 2−i|x− xi|−α, x ∈ Bn(0, 1) \D
 Since∞∑i=1
 ‖2−i|x− xi|−α‖1,p =∞∑i=1
 2−i‖|x− xi|−α‖1,p
 ≤ ‖|x|−α‖W 1,p(Bn(0,1))
 ∞∑i=1
 2−i <∞
 we conclude that the series (2.5) converges6 in the space W 1,p(Ω) andthus defines an element of W 1,p(Ω). This shows that Sobolev functions inW 1,p(Ω), 1 ≤ p < n, n ≥ 2 may be essentially unbounded on every open sub-set of Ω. Similar example can be constructed in the space W 1,n(Ω). This canbe obtained by constructing a similar series based on functions log | log x||.
 Here is another important example.
 Example 2.27. The radial projection mapping
 u0(x) =x
 |x|: Bn(0, 1)→ Sn−1(0, 1) ⊂ Rn,
 is discontinuous at x = 0. The coordinate functions xi/|x| of u0 are abso-lutely continuous on almost all lines. Moreover
 ∂
 ∂xj
 (xi|x|
 )=
 δij |x| − xixj/|x||x|2
 ∈ Lp(Bn(0, 1)),
 for all 1 ≤ p < n. Hence by the ACL characterization u0 ∈ W 1,p(Bn, Rn)for all 1 ≤ p < n. Here δij is the Kronecker symbol i.e., δij = 1 if i = j andδij = 0 if i 6= j.
 The ACL characterization also easily implies the following results.
 Corollary 2.28. Functions in the space W 1,∞(Ω) are locally Lipschitz con-tinuous. If in addition Ω is a bounded Lipschitz domain (i.e. ∂Ω is locally agraph of a Lipschitz function), then W 1,∞(Ω) = Lip (Ω). 2
 Corollary 2.29. If u ∈ W 1,p(Ω), where Ω is connected and ∇u = 0 a.e.,then u is constant. 2
 Corollary 2.30. If u ∈ W 1,p(Ω) is constant in a measurable set E ⊂ Ω,then ∇u = 0 a.e. in E. 2
 6We use the fact that Sobolev space is a Banach space.
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 Corollary 2.31. Let u ∈W 1,p(Ω), 1 ≤ p ≤ ∞. Then u± ∈W 1,p(Ω), whereu+ = maxu, 0, u− = minu, 0 and
 ∇u+(x) =∇u(x) if u(x) > 0 ,
 0 if u(x) ≤ 0 ,
 almost everywhere. Similar formula holds for ∇u−. 2
 Corollary 2.32. Let
 Rn+ = (x1, x2, . . . , xn) ∈ Rn : xn > 0 .
 For any 1 ≤ p ≤ ∞ there is a bounded linear operator
 E : W 1,p(Rn+)→W 1,p(Rn)
 such that
 (Eu)|Rn+
 = u, for u ∈W 1,p(Rn+).
 Indeed, we can define Eu(x) to be equal u(x1, . . . , xn) if xn > 0 andu(x1, . . . ,−xn) if xn < 0 and then the result follows from the ACL charac-terization. Operator E is called an extension operator.
 2.5. Riesz potentials and Poincare inequality. The lemma below pro-vides a very powerful integral estimate for Sobolev functions.
 Lemma 2.33. Let B ⊂ Rn be a ball. Then for every u ∈W 1,p(B), 1 ≤ p ≤∞,
 (2.6) |u(x)− uB| ≤ C(n)∫B
 |∇u(z)||x− z|n−1
 dz a.e.,
 where
 uB = |B|−1
 ∫B
 u dx.
 Proof. First we prove the inequality for u ∈ C∞(B). Fix x ∈ B. For y ∈ B,y 6= x set
 y = x + ty − x
 |y − x|= x + tz, z ∈ Sn−1
 and let δ(z) = maxt > 0 : x + tz ∈ B. We have
 |u(x)− u(y)| ≤∫ |y−x|
 0
 ∣∣∣∣∇u(x + sy − x
 |y − x|)∣∣∣∣ ds ≤
 ∫ δ(z)
 0|∇u(x + sz)| ds.
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 Denoting by dσ(z) the surface measure on Sn−1 we get
 |u(x)− uB| ≤ |B|−1
 ∫B|u(x)− u(y)| dy
 (polar coordinates)
 = |B|−1
 ∫Sn−1
 ∫ δ(z)
 0tn−1|u(x)− u(x + tz)| dt dσ(z)
 ≤ |B|−1
 ∫Sn−1
 ∫ δ(z)
 0tn−1
 ∫ δ(z)
 0|∇u(x + sz)| ds dt dσ(z)
 ≤ |B|−1
 ∫Sn−1
 ∫ 2r
 0tn−1 dt
 ∫ δ(z)
 0|∇u(x + sz)| ds dσ(z)
 = C(n)∫Sn−1
 ∫ δ(z)
 0
 |∇u(x + sz)|sn−1
 sn−1 ds dσ(z)
 (polar coordinates)
 = C(n)∫B
 |∇u(y)||x− y|n−1
 dy.
 The case of general u ∈W 1,p(B) follows by approximating u by C∞ smoothfunctions. To this end we have to know that if uk → u in W 1,p, then af-ter subtracting a subsequence, IB1 |∇uk| → IB1 |∇u| a.e. where IB1 g(x) =∫B g(y)|x− y|1−n dy. This will follow from Lemma 2.35 below.
 To get further estimates we introduce Riesz potentials. The Riesz poten-tial is an integral operator Iα, 0 < α < n, defined by the formula
 Iαg(x) =∫
 Rn
 g(z)|x− z|n−α
 dz.
 If Ω ⊂ Rn, then we set
 IΩα g(x) =
 ∫Ω
 g(z)|x− z|n−α
 dz.
 We start with an elementary, but very useful observation which will beemployed in the sequel.
 Lemma 2.34. If E ⊂ Rn is a measurable set of finite measure, then∫E
 dz
 |x− z|n−1≤ C(n)|E|1/n ,
 for all x ∈ Rn.
 Proof. Let B = B(x, r) be a ball with |B| = |E|. Then it easily followsthat ∫
 E
 dz
 |x− z|n−1≤∫B
 dz
 |x− z|n−1= C(n)r = C ′(n)|E|1/n .
 The proof is complete. 2
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 Lemma 2.35. If |Ω| <∞, then for 1 ≤ p <∞ we have
 ‖IΩ1 g‖Lp(Ω) ≤ C(n, p)|Ω|1/n‖g‖Lp(Ω).
 Proof. It follows from the previous lemma that∫Ω
 dz
 |x− z|n−1≤ C(n)|Ω|1/n .
 Now if p > 1, then Holder’s inequality with respect to the measure |x −z|1−ndz implies∫
 Ω
 |g(z)||x− z|n−1
 dz ≤(∫
 Ω
 |g(z)|p
 |x− z|n−1dz
 )1/p(∫Ω
 dz
 |x− z|n−1dz
 )1−1/p
 ≤ C|Ω|p−1np
 (∫Ω
 |g(z)|p
 |x− z|n−1dz
 )1/p
 .
 If p = 1, then the above inequality is obvious. Now we can conclude theproof using Fubini’s theorem.∫
 Ω|IΩ
 1 g(x)|p dx ≤ C|Ω|p−1
 n
 ∫Ω
 ∫Ω
 |g(z)|p
 |x− z|n−1dz dx
 ≤ C|Ω|p−1
 n |Ω|1n
 ∫Ω|g(z)|p dz.
 This completes the proof of Lemma 2.35 and hence that for Lemma 2.33. 2
 Remark. The proof of Lemma 2.33 easily extends to the case of an arbitrarybounded, convex domain.
 As a direct consequence of Lemma 2.33 and Lemma 2.35 we obtain
 Corollary 2.36. If u ∈ W 1,p(B), where B is a ball of radius r, and 1 ≤p <∞, then(∫
 B|u− uB|p dx
 )1/p
 ≤ C(n, p)r(∫
 B|∇u|p dx
 )1/p
 .
 Here and in what follows we will use notation
 fE =∫E
 fdµ := µ−1(E)∫E
 f dµ.
 A variant of the above calculation leads to the following result.
 Lemma 2.37. Let u ∈W 1,p0 (Ω), 1 ≤ p ≤ ∞. Then
 u(x) =1
 nωn
 ∫Ω
 (x− y) · ∇u(y)|x− y|n
 dy a.e.
 Here and in what follows ωn stands for the volume of the unit ball.
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 2.6. Holder’s continuity and Rademacher’s theorem. We will provea result, already mentioned before, that if n < p < ∞, then Sobolev func-tions are Holder continsuous. Then we will apply it to prove Rademacher’stheorem which states that Lipschitz functions are differentiable a.e.
 Lemma 2.38. If u ∈W 1,p(B), n < p <∞, then
 |u(x)− uB| ≤ C(n, p)r1−np
 (∫B|∇u|p
 )1/p
 a.e.
 Here B is a ball of radius r.
 Proof. We have
 |u(x)− uB| ≤ C(n)∫B
 |∇u(z)||x− z|n−1
 dz
 ≤ C(n)(∫
 B|∇u(z)|p dz
 )1/p(∫B
 dz
 |x− z|(n−1)p/(p−1)
 )1−1/p
 ≤ C(n, p)r1−np
 (∫B|∇u(z)|p dz
 )1/p
 .
 2
 In what follows 2b will denote a ball concentric with B and with twicethe radius.
 Corollary 2.39. If u ∈W 1,p(2B), n < p <∞, then u (after being redefinedon a set of measure zero) if Holder continuous on B, u ∈ C
 0,1−np (B) and
 (2.7) |u(x)− u(y)| ≤ C(n, p)|x− y|1−np
 (∫2B|∇u|p
 )1/p
 .
 for all x, y ∈ B.
 Proof. Given x, y ∈ B, let B ⊂ 2B be a ball such that x, y ∈ B anddiam B < 2|x− y|. Then
 |u(x)− u(y)| ≤ |u(x)− uB|+ |u(y)− uB|
 ≤ C(diam B)1−np
 (∫B|∇u|p
 )1/p
 ≤ C ′|x− y|1−np
 (∫2B|∇u|p
 )1/p
 .
 More precisely, the argument shows that (2.7) is true for a.e. x, y ∈ B.However, a function which is Holder continuous on a set of full measure inB uniquely extends to a Holder continuous function on all of B. 2
 Corollary 2.40. If u ∈ W 1,p(Ω), where Ω ⊂ Rn is open and n < p < ∞,then u is locally Holder continuous with exponent 1− n/p.
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 Later we will provide more detailed results regarding Holder continuityin the case n < p < ∞. However, the above results are enough to proveCalderon’s and Rademacher’s differentiability theorems.
 Theorem 2.41 (Calderon). If u ∈ W 1,p(Ω), where Ω ⊂ Rn is open andn < p ≤ ∞, then u is differentiable a.e.
 Proof. It is enough to consider the case n < p < ∞ only, because locallyW 1,∞ ⊂W 1,p for any p <∞.
 Fix x0 ∈ Ω and set v(x) = u(x)−∇u(x0)(x−x0). Obviously v ∈W 1,ploc (Ω).
 If x is sufficiently close to x0, then
 B = B(x0, 2|x− x0|) ⊂ 2B = B(x0, 4|x− x0|) ⊂ Ω
 and hence Lemma 2.39 yields
 |u(x)− u(x0)−∇u(x0)(x− x0)| = |v(x)− v(x0)|
 ≤ C|x− x0|1−np
 (∫2B|∇u(z)−∇u(x0)|p dz
 )1/p
 = C ′|x− x0|(∫
 2B|∇u(z)−∇u(x0)|p dz
 )1/p
 ,
 so
 |u(x)− u(x0)−∇u(x0)(x− x0)||x− x0|
 ≤ C ′(∫
 2B|∇u(z)−∇u(x0)|p dx
 )1/p
 .
 This implies that u is differentiable at x0 whenever x0 is a p-Lebesgue point7
 of u. 2
 As an immediate corollary we obtain
 Theorem 2.42 (Rademacher). Lipschitz functions defined on open sets inan Euclidean space are differentiable a.e.
 One can use Rademacher’s theorem do find a necessary and sufficientcondition for a function to be differentiable a.e.
 Theorem 2.43 (Stepanov). let u be a function defined in an open set Ω ⊂Rn. then u is differentiable a.e. if and only if
 lim supy→x
 |u(y)− u(x)||y − x|
 <∞ a.e.
 7Recall that according to the Lebesgue differentiability theorem, if g ∈ Lp(Ω), 1 ≤ p <
 ∞, then for a.e. x0 ∈ Ω,
 ∫B(x0,r)
 |g(z) − g(x0)|p dz → 0 as r → 0. Every such point x0 is
 called a p-Lebesfue point of g.
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 2.7. Sobolev embedding theorem. By the definition a function u ∈W 1,p(Ω) is a priori only Lp integrable. We have already seen that ifn < p < ∞, then u is actually Holder continuous. If 1 ≤ p ≤ n, then wedo not get continuity – we have seen examples of Sobolev functions whichare essentially unbounded on every open subset of Ω, however, we can stillprove that u is integrable with a higher exponent than p.
 Theorem 2.44 (Sobolev embedding theorem). Let 1 ≤ p < n and p∗ =np/(n− p). Then for u ∈W 1,p(Rn) we have
 (2.8)(∫
 Rn
 |u(x)|p∗ dx
 )1/p∗
 ≤ C(n, p)(∫
 Rn
 |∇u(x)|p dx
 )1/p
 .
 Proof. Step 1. p = 1. This is the crucial step in the proof. As we will seelater, the general case 1 ≤ p < n easily follows from the case p = 1.
 By the density argument we can assume that u ∈ C∞0 (Rn). We have
 |u(x)| ≤∫ x1
 −∞|D1u(t1, x2, . . . , xn)| dt1 ≤
 ∫ ∞
 −∞|D1u(t1, x2, . . . , xn)| dt1.
 Here by Di we denote the partial derivative with respect to i-th coordinate.Analogous inequalities hold with x1 replaced by x2, . . . , xn. Hence
 |u(x)|n
 n−1 ≤n∏i=1
 (∫ ∞
 −∞|Diu| dti
 ) 1n−1
 .
 Now we integrate both sides with respect to x1 ∈ R. Note that exactlyone integral in the product on the right hand side does not depend on x1.Applying Holder’s inequality to the remaining n− 1 integrals yields∫ ∞
 −∞|u(x)|
 nn−1 dx1 ≤
 (∫ ∞
 −∞|D1u| dt1
 ) 1n−1
 n∏i=2
 (∫ ∞
 −∞
 ∫ ∞
 −∞|Diu| dti dx1
 ) 1n−1
 .
 Next, we integrate both sides with respect to x2 ∈ R and apply Holder’s in-equality in a similar way as above. This leads to an inequality which we thenintegrate with respect to x3 ∈ R etc. In the end, we obtain the inequality∫
 Rn
 |u(x)|n
 n−1 dx ≤n∏i=1
 (∫Rn
 |Diu| dx
 ) 1n−1
 ,
 which readily implies (2.8) with p = 1.
 Step 2. General case. Let u ∈ C∞0 (Rn). Define a nonnegative function f of
 class C1 byf
 nn−1 = |u|
 npn−p .
 Applying (2.8) with p = 1 to f yields(∫Rn
 |u|np
 n−p
 )n−1n
 =(∫
 Rn
 fn
 n−1
 )n−1n
 ≤ C
 ∫Rn
 |∇f |.
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 Since
 |∇f | = p(n− 1)n− p
 |u|n(p−1)
 n−p |∇u|,
 the theorem easily follows by Holder’s inequality (with suitable exponents)applied to
 ∫Rn |∇f |. The proof is complete. 2
 2.8. Change of variables. We say that the mapping T : Ω→ Rn, Ω ⊂ Rn
 is bi-Lipschitz if there is a constant C ≥ 1 such that
 C−1|x− y| ≤ |T (x)− T (y)| ≤ C|x− y| ,for all x, y ∈ Ω. Obviously a bi-Lipschitz mapping is a homeomorphism.It follows from the Rademacher theorem that bi-Lipschitz mappings aredifferentiable a.e. In particular the Jacobian
 JT (x) = det DT (x)
 is defined a.e. It turns out that the classical change of variables formula,usually stated for C1 diffeomorphisms, is also true for bi-Lipschitz mappings.
 Theorem 2.45. Let T : Ω→ Rn, Ω ⊂ Rn, be a bi-Lipschitz homeomorphismand let f : T (Ω)→ R be measurable. Then∫
 Ω(f T )|JT | =
 ∫T (Ω)
 f ,
 in the sense that if one of the integrals exists then the second one exists andthe integrals are equal one to another. 2
 As a consequence we obtain that the Sobolev space W 1,p is invariantunder the bi-Lipschitz change of variables. Namely we have
 Theorem 2.46. Let T : Ω1 → Ω2, be a bi-Lipschitz homeomorphism betweendomains Ω2,Ω2 ⊂ Rn. Then u ∈ W 1,p(Ω2), 1 ≤ p ≤ ∞ if and only ifv = u T ∈W 1,p(Ω1), and
 (2.9) Dv(x) = Du(T (x)) ·DT (x)
 for almost all x ∈ Ω1. Moreover the transformation T ∗ : W 1,p(Ω2) →W 1,p(Ω1) given by T ∗u = u T is an isomorphism of Sobolev spaces.
 Proof. Assume first that u is locally Lipschitz. Then (2.9) is obvious. SinceT is Lipschitz, we have |DT | ≤ C, so the chain rule (2.9) implies
 |Dv(x)|p ≤ C|Du(T (x))|p.The fact that T is bi-Lipschitz implies |JT | > C and hence
 |Dv(x)|p ≤ C|Du(T (x))|p|JT (x)|Now applying the change of variables formula we conclude∫
 Ω1
 |Dv|p ≤ C
 ∫Ω1
 |Du(T (x))|p|JT (x)| = C
 ∫Ω2
 |Du|p.
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 By a similar argument∫
 Ω1|v|p ≤ C
 ∫Ω2|u|p, and hence ‖T ∗u‖W 1,p(Ω1) ≤
 C‖u‖W 1,p(Ω2). We proved the inequality when u is locally Lipschitz. By thedensity argument Theorem 2.5 and by Corollary 2.28 it is true for any u ∈W 1,p(Ω2).
 Applying the above argument to T−1 we conclude that T ∗ is an isomor-phism of Sobolev spaces. Finally the density argument proves (2.9) for anyu ∈W 1,p(Ω2). 2
 Similarly one can prove that diffeomorphisms with higher order regularitypreserve higher order Sobolev spaces.
 Theorem 2.47. Let T : Ω1 → Ω2 be a Cm-diffeomorphism of domainsΩ1,Ω2 ⊂ Rn. Assume that derivatives of order up to m of T and T−1 arebounded. Then u ∈ Wm,p(Ω2) if and only if u T ∈ Wm,p(Ω1). Moreoverthe transformation T ∗ : Wm,p(Ω2)→ Wm,p(Ω1) given by T ∗u = u T is anisomorphism of Sobolev spaces. 2
 The change of variables transformation shows that one can define Sobolevspaces on manifolds: If M is a compact smooth manifold without boundary,we say that u ∈ Wm,p(M) if for every coordinate map ϕ : Rn ⊃ U → Mend every U ′ b U , the function u ϕ|U ′ ∈Wm,p(U ′). We need to restrict tocompact sub-domains of U , because otherwise the derivatives of the map-ping ϕ would not be necessary bounded which could affect integrability ofderivatives of u ϕ. With a minor modifications we can also define Sobolevfunctions on compact manifolds with boundary.
 2.9. Extension operator.
 Definition 2.48. Let Ω ⊂ Rn be open and 1 ≤ p ≤ ∞. A bounded linearoperator
 E : W 1,p(Ω)→W 1,p(Rn)such that Eu|Ω = u for all u ∈W 1,p(Ω) is called an extension operator.
 We have already seen that there is an extension operator
 E : W 1,p(Rn+)→W 1,p(Rn)
 defined by reflecting the function u across the boundary.
 Definition 2.49. We say that a bounded domain Ω ⊂ Rn is a Lipschitzdomain if the boundary ∂Ω is locally a graph of a Lipschitz function.
 Theorem 2.50. Let Ω ⊂ Rn be a bounded Lipschitz domain and 1 ≤ p ≤ ∞.Then there is an extension operator E : W 1,p(Ω)→W 1,p(Rn).
 Proof. We will only sketch the proof and leave details to the reader. If Ωis a bounded Lipschitz domain we use partition of unity to localize u near
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 the boundary, next we flat small parts of the boundary using bi-Lipschitzhomeomorphisms and we extend the localized pieces of the function acrossthe boundary using the reflection. Finally we come back using the inversebi-Lipschitz homeomorphism and we are done. Note that in this argumentwe use the fact that Sobolev functions are invariant under a bi-Lipschitzchange of variables. 2
 The extension operator can be used to prove a version of the Sobolev em-bedding theorem for Lispchitz domains. Let Ω ⊂ Rn be a bounded Lipschitzdomain and let E : W 1,p(Ω) → W 1,p(Rn) be an extension operator. Theninvoking Theorem 2.44 for 1 ≤ p < n we have(∫
 Ω|u|p∗ dx
 )1/p∗
 ≤(∫
 Rn
 |Eu|p∗ dx
 )1/p∗
 ≤ C
 (∫Rn
 |∇(Eu)|p dx
 )1/p
 ≤ C
 ((∫Ω|∇u|p dx
 )1/p
 +(∫
 Ω|u|p dx
 )1/p)
 .
 Hence we proved the following result
 Proposition 2.51. If Ω ⊂ Rn is a bounded Lipschitz domain and 1 ≤ p < n,then W 1,p(Ω) ⊂ Lp
 ∗(Ω). Moreover
 ‖u‖Lp∗ (Ω) ≤ C(‖u‖Lp(Ω) + ‖∇u‖Lp(Ω)) .
 2.10. Compactness. One of the most important results in the theory ofSobolev spaces is the following theorem.
 Theorem 2.52 (Rellich–Kondrachov). Let Ω be a bounded Lipschitz do-main. The the embedding
 W 1,p(Ω) ⊂ Lq(Ω)
 provided 1 ≤ p < n and q < p∗ = np/(n− p) or p ≥ n and q <∞. 2
 Remark 2.53. In the limiting case, 1 ≤ p < n and q = p∗, the embeddingW 1,p(Ω) ⊂ Lp
 ∗(Ω) not compact.
 As an application of the theorem we prove the following result.
 Theorem 2.54 (Sobolev–Poincare inequality). Let Ω ⊂ Rn be a boundedLipschitz domain and 1 ≤ p < n. Then for every u ∈W 1,p(Ω)(∫
 Ω|u− uΩ|p
 ∗dx
 )1/p∗
 ≤ C(Ω, p)(∫
 Ω|∇u|p dx
 )1/p
 ,
 where p∗ = np/(n− p).
 Proof. Applying Proposition 2.51 to u−uΩ we see that it remains to provethat
 ‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω),
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 for all u ∈W 1,p(Ω) with∫
 Ω u = 0.
 Suppose this is not true. Then there is a sequence uk ∈ W 1,p(Ω), suchthat
 ∫Ω uk dx = 0 and
 (2.10)∫
 Ω|uk|p dx ≥ k
 ∫Ω|∇uk|p dx.
 Multiplying uk by a suitable constant we may further assume that∫Ω|uk|p = 1.
 Since the embedding W 1,p(Ω) ⊂ Lp(Ω) is compact we may subtract a sub-sequence uki
 such that uki→ u in Lp(Ω). Hence
 ∫Ω |u|
 p = 1 and∫
 Ω u = 0.Inequality (2.10) implies that ∇uki
 → 0 in Lp(Ω). Hence ukiis a Cauchy
 sequence in W 1,p(Ω) and thus u ∈ W 1,p(Ω), ∇u = 0 a.e. which means u isconstant. This is a contradiction because
 ∫Ω u = 0 and ‖u‖p = 1. 2
 Almost the same argument implies the following result.
 Proposition 2.55. Let Ω ⊂ Rn be a bounded Lipschitz domain, 1 ≤ p < n,and let E ⊂ Ω, be a measurable set of positive measure, |E| > 0. Then(∫
 Ω|u|p∗ dx
 )1/p∗
 ≤ C(Ω, E, p)(∫
 Ω|∇u|p dx
 )1/p
 for all u ∈W 1,p(Ω) with u|E ≡ 0.
 The argument employed in the proof of Theorem 2.54 establishes also thefollowing result.
 Theorem 2.56. Let Ω ⊂ Rn be a bounded Lipschitz domain and 1 ≤ p <∞.Then (∫
 Ω|u− uΩ|p dx
 )1/p
 ≤ C(n, p)(∫
 Ω|∇u|p dx
 )1/p
 for all u ∈W 1,p(Ω).
 Later we will need the following special case.
 Corollary 2.57. Let 1 ≤ p <∞, and n ≥ 2. Then for any u ∈W 1,p(B(2r)\B(r)) we have(∫
 B(2r)\B(r)|u− uB(2r)\B(r)|p dx
 )1/p
 ≤ C(n, p)r
 (∫B(2r)\B(r)
 |∇u|p dx
 )1/p
 .
 Proof. The assumption n ≥ 2 is to guarantee that the annulus B(2r) \B(r) is connected. It remains to prove that the constant in the inequalityis proportional to the radius of the ball. This easily follows from the scalingargument: If the radius of the ball is one, then the inequality holds with some
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 constant C = C(n, p). If the radius is arbitrary, then by a linear change ofvariables we can reduce it to the case in which r = 1. 2
 Corollary 2.58. Let 1 ≤ p <∞. Then for any u ∈W 1,p(B(r)) we have(∫B(r)|u(x)− uB(r)| dx
 )1/p
 ≤ C(n, p)r
 (∫B(r)|∇u(x)|p dx
 )1/p
 .
 If 1 ≤ p < n, then the Sobolev function is integrable with the exponentp∗ = np/(n − p). If p > n, it is Holder continuous. What about the casep = n? Since p∗ → ∞ as p → n−, we see that a function u ∈ W 1,n isintegrable with any finite exponent, at least locally. Thus one may expectthat u is bounded, but that is not true in general: we have seen en exampleof unbounded function in W 1,n, u(x) = log | log |x||. The best possible resultin the limiting case is
 Theorem 2.59 (Trudinger). Let Ω ⊂ Rn be a bounded Lipschitz domain.Then there exist constants C1, C2 depending on Ω only such that∫
 Ωexp
 (|u− uΩ|
 C1‖∇u‖Ln(Ω)
 ) nn−1
 ≤ C2 .
 for any u ∈W 1,n(Ω).
 The idea of the proof is as follows. Observe that
 (2.11)∫
 Ωexp |f |
 nn−1 =
 ∞∑k=0
 1k!
 ∫Ω|f |
 nkn−1 .
 Iff =
 |u− uΩ|C1‖∇u‖Ln(Ω)
 ,
 then the integrals on the right hand side of (2.11) are finite by the Sobolev-Poincare inequality and in order to prove that the series converges it sufficesto obtain precise estimates for the constants. 2
 2.11. Holder continuity again. Now we can establish slightly better ver-sions of the Holder continuity results in the case n < p <∞, but to do thiswe have to slightly modify an extension operator.
 If Ω ⊂ Rn is a bounded Lipschitz domain, then, as we know, there is anextension operator
 E : W 1,p(Ω)→W 1,p(Rn)and hence
 ‖Eu‖Lp(Rn) + ‖∇u‖Lp(Rn) ≤ C(‖u‖Lp(Ω) + ‖∇u‖Lp(Ω)
 ).
 In particular
 ‖∇u‖Lp(Rn) ≤ C(‖u‖Lp(Ω) + ‖∇u‖Lp(Ω)
 ).
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 It turns out that we can modify an extension operator to get a linear map-ping
 E : W 1,p(Ω)→W 1,ploc (Rn)
 such that
 (2.12) ‖∇(Eu)‖Lp(Rn) ≤ C‖∇u‖Lp(Ω) .
 That is easy, we simply define
 Eu = E(u− uΩ) + uΩ.
 Note that in general Eu 6∈ W 1,p(Rn), because if u is a constant function,then Eu is the same constant function and thus it is not integrable over Rn.The estimate (2.12) is easy to prove. Namely we have
 ‖∇(Eu)‖Lp(Rn) = ‖∇E(u− uΩ)‖Lp(Rn)
 ≤ C(‖u− uΩ‖Lp(Ω) + ‖∇u‖Lp(Ω)
 )≤ C ′‖∇u‖Lp(Ω) ,
 where the last inequality follows from Theorem 2.56.
 In particular if Ω = B is a ball, then
 E : W 1,p(B)→W 1,p(2B),
 (2.13) ‖∇(Eu)‖Lp(2B) ≤ C(n, p)‖∇u‖Lp(B) .
 A scaling argument8 shows that the constant in (2.13) is independent ofthe radius. We can use this result to prove the following improvement ofCorollary 2.39.
 Theorem 2.60. If u ∈W 1,p(B), n < p <∞, then u ∈ C0,1−n
 p (B) and
 |u(x)− u(y)| ≤ C(n, p)|x− y|1−np
 (∫B|∇u|p
 )1/p
 for all x, y ∈ B.
 Proof. Applying Corollary 2.39 to the function Eu and x, y ∈ B we have
 |u(x)− u(y)| = |Eu(x)− Eu(y)|
 ≤ C|x− y|1−np
 (∫2B|∇(Eu)|p
 )1/p
 ≤ C ′|x− y|1−np
 (∫B|∇u|p
 )1/p
 .
 2
 The extension result (2.12) easily implies
 8Linear change of variables which reduces the inequality to the one in the unit ball.
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 Corollary 2.61. Let Ω ⊂ Rn be a bounded Lipschitz domain. Then forn < p <∞ we have W 1,p(Ω) ⊂ C
 0,1−np (Ω) and
 |u(x)− u(y)| ≤ C(Ω, p)|x− y|1−np
 (∫Ω|∇u|p
 )1/p
 for all x, y ∈ Ω.
 In many situations we can obtain Sobolev estimates for solutions to partialdifferential equations and then we can deduce that the solution is actuallya classical C∞ function using the following result. This will be preciselythe way we will prove that the weakly harmonic functions are C∞ classicalharmonic functions.
 Corollary 2.62. Let 1 ≤ p < ∞. If u ∈ W k,p(Ω) for all k = 1, 2, . . ., thenu ∈ C∞(Ω).
 Proof. If p > n, then W 1,p ⊂ C0,α, so W k,p ⊂ Ck−1,α and the claimfollows. Let p < n. Take k such that kp < n, but (k + 1)p > n. ThenW 1,p ⊂ Lnp/(n−p), so by induction
 W k+1,p ⊂W k,np/(n−p) ⊂W k−1,np/(n−2p) ⊂ . . . ⊂W 1,np/(n−kp) ⊂ C0,α,
 because np/(n − kp) > n. Hence Wm,p ⊂ Cm−k−1,α and then the claimfollows. 2
 2.12. Traces. Let Ω ⊂ Rn be a bounded Lipschitz domain. We want torestrict the function u ∈ W 1,p(Ω) to the boundary of Ω. If p > n, then thefunction u is Holder continuous and such a restriction makes sense. Howeverif p ≤ n, then the function can be essentially discontinuous everywhere andthe restriction makes no sense when understood in the usual way.
 Thus in the case p ≤ n we want to describe the trace in the following way.Find a function space defined on the boundary X(∂Ω) with a norm ‖ · ‖Xsuch that the operator of restriction Tu = u|∂Ω defined for u ∈ C∞(Ω) iscontinuous in the sense that it satisfies the estimate ‖Tu‖X ≤ C‖u‖W 1,p(Ω).We will assume that Ω is a bounded Lipschitz domain. Observe that inthis case the space C∞(Ω) is dense in W 1,p(Ω) (Theorem 2.9) and hence Textends in a unique way to an operator defined on W 1,p(Ω).
 Theorem 2.63. Let Ω be a bounded Lipschitz domain, and 1 ≤ p < n. Thenthere exists a unique bounded operator
 Tr : W 1,p(Ω)→ Lp(n−1)/(n−p)(∂Ω),
 such that Tr(u) = u|∂Ω, for all u ∈ C∞(Ω).
 Remark 2.64. The operator Tr is called a trace operator.
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 Proof. Using the partition of unity and flatting the boundary argument,it suffices to assume that Ω = Qn = Qn−1 × [0, 1], u ∈ C∞(Ω), suppu ⊂Qn−1 × [0, 1/2), and prove the estimate
 ‖u‖Lq(Qn−1) ≤ C
 (∫Ω|∇u|p dx
 )1/p
 ,
 where q = p(n− 1)/(n− p), and Qn−1 = Qn−1 × 0.
 In Qn we use coordinates (x′, t), where x′ ∈ Qn−1, t ∈ [0, 1]. Let w = |u|q.We have
 w(x′, 0) = −∫ 1
 0
 ∂w
 ∂t(x′, t) dt,
 and hence
 |u(x′, 0)|q ≤ q
 ∫ 1
 0|u(x′, t)|q−1|∂u
 ∂t(x′, t)| dt.
 Now we integrate both sides with respect to x′ ∈ Qn−1. If p = 1, then q = 1and the theorem follows. If p > 1, we use Holder’s inequality which yields∫Qn−1
 |u(x′, 0)|p(n−1)
 n−p dx′ ≤ p(n− 1)n− p
 (∫Qn−1
 ∫ 1
 0|u(x′, t)|
 npn−p , dt dx′
 )1−1/p
 ×(∫
 Qn−1
 ∫ 1
 0
 ∣∣∣∣∂u
 ∂t(x′, t)
 ∣∣∣∣p dt dx′)1/p
 .
 Now we use Sobolev embedding theorem (Proposition 2.55) to estimate thefirst integral on the right-hand side and the theorem follows. 2
 The trace theorem proved here is far from being optimal. Actually it ispossible to obtain a complete characterization of functions on the boundarythat arise as traces of Sobolev functions.
 Definition 2.65. Let Ω ⊂ Rn be a bounded Lipschitz domain and let1 < p <∞. We say that u ∈W
 1− 1p,p(∂Ω) if u ∈ Lp(∂Ω) and
 A(u) :=(∫
 ∂Ω
 ∫∂Ω
 |u(x)− u(y)|p
 |x− y|n+p−2dx dy
 )1/p
 ≤ ∞.
 The space W1− 1
 p,p(∂Ω) is a Banach space with the norm
 ‖u‖1− 1p,p = ‖u‖Lp(∂Ω) + A(u).
 A complete characterization of traces is provided by the following result.
 Theorem 2.66 (Gagliardo). Let Ω ⊂ Rn be a bounded Lipschitz domain.For u ∈ C∞(Ω) we define Tr(u) = u|∂Ω. If 1 < p <∞,then the operator Trextends uniquely to the bounded operator
 Tr : W 1,p(Ω)→W1− 1
 p,p(∂Ω).
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 Moreover there exists a bounded extension operator
 Ext : W1− 1
 p,p(∂Ω)→W 1,p(Ω)
 such that Tr(Extu) = u.
 If p = 1, it turns out that the space of traces coincides with L1(∂Ω), but,surprisingly, there is no linear extension operator Ext : L1(∂Ω)→W 1,1(Ω).
 The following result relates the zero boundary values to the trace theorem.
 Theorem 2.67. Let Ω ⊂ Rn be a bounded domain with Lipschitz boundaryand 1 ≤ p <∞. Let u ∈W 1,p(Ω). Then u ∈W 1,p
 0 (Ω) if and only if Tru = 0a.e. on ∂Ω. 2
 3. Linear elliptic equations
 3.1. Weyl lemma. Now we are ready to prove the first important regularityresult: weakly harmonic functions are C∞ classical harmonic functions.
 Theorem 3.1 (Weyl lemma). If u ∈ W 1,2loc (Ω) is a weak solution to the
 Laplace equation ∆u = 0, then u ∈ C∞(Ω) and hence u is a classical har-monic function.
 Proof. By the definition u is a weak solution to ∆u = 0 if and only if
 (3.1)∫
 Ω∇u · ∇ϕ = 0 ∀ϕ ∈ C∞
 0 (Ω).
 Note that (3.1) holds also for ϕ ∈W 1,2(Ω) with compact support — simplyby approximating such ϕ by compactly supported smooth functions.
 In the first step of the proof we will derive the so called Caccioppoli esti-mates. The idea is very simple and it easily generalizes to more complicatedelliptic equations or systems, where it is frequently employed.
 Fix concentric balls B(r) ⊂⊂ B(R) ⊂⊂ Ω and let η ∈ C∞0 (B(R)), 0 ≤
 η ≤ 1, η|B(r) ≡ 1, |∇η| ≤ 2/(R− r) be a cutoff function.
 Applying ϕ = (u− c)η2 to (3.1) we obtain∫Ω∇u ·
 (∇uη2 + 2(u− c)η∇η
 )= 0,
 so∫Ω|∇u|2η2 ≤ 2
 ∫Ω|u−c|η|∇u| |∇η| ≤ 2
 (∫Ω|u− c|2|∇η|2
 )1/2(∫Ω|∇u|2η2
 )1/2
 .
 Hence ∫Ω|∇u|2η2 ≤ 4
 ∫Ω|u− c|2|∇η|2,
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 which yields the following Caccioppoli inequality
 (3.2)∫B(r)|∇u|2 ≤ 16
 (R− r)2
 ∫B(R)\B(r)
 |u− c|2 ,
 for any c ∈ R. In particular we get
 (3.3)∫B(r)|∇u|2 ≤ C(R, r)
 ∫B(R)
 |u|2.
 Assume for a moment that we already know that u ∈ C∞. Then also thederivatives of u are harmonic and hence (3.3) applies to derivatives of u, sofor r < r′ < R we get∫
 B(r)|∇2u|2 ≤ C1
 ∫B(r′)
 |∇u|2 ≤ C2
 ∫B(R)
 |u|2.
 Repeating the argument with higher order derivatives we obtain∫B(R/2)
 |∇ku|2 dx ≤ C(R, k)∫B(R)
 |u|2,
 for k = 1, 2, 3, . . . In other words
 (3.4) ‖u‖Wk,2(B(R/2)) ≤ C(R, k)‖u‖L2(B(R)).
 The inequality was proved under the assumption that u ∈ C∞. We shallprove now that (3.4) holds also for any weakly harmonic function u ∈W 1,2
 loc (Ω).
 Let uε(x) =∫
 u(x − y)φε(y) dy be a standard mollifier approximationwhere φε(y) = ε−nφ(y/ε), φ ∈ C∞
 0 (B(0, 1)), φ ≥ 0,∫
 φ = 1.
 Then uε ∈ C∞(Ωε), where Ωε consists of points in Ω with the distanceto the boundary bigger than ε. Note that uε is harmonic in Ωε. Indeed, forany ϕ ∈ C∞
 0 (Ωε) we have∫Ω∇uε(x)∇ϕ(x) dx =
 ∫ (∫u(y)∇xφε(x− y) dy
 )∇ϕ(x) dx
 =∫ (∫
 ∇xu(x− y)φε(y) dy
 )∇ϕ(x) dx
 =∫ (∫
 ∇xu(x− y)∇ϕ(x) dx
 )φε(y) dy = 0.
 Hence uε is a weakly harmonic function and since uε is C∞ smooth weconclude that uε is a classical harmonic function. Thus (3.4) holds for eachuε. Since uε → u in L2(B(R)), we obtain that uε is a Cauchy sequencein W k,2(B(R/2)) and passing to the limit yields (3.4) for u and all k =1, 2, 3, . . . Hence by the Sobolev embedding theorem (Corollary 2.62) u ∈C∞. The proof is complete. 2
 We used in the above proof the following argument: if u is harmonic,then the approximation by convolution uε is harmonic too. This argument,
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 however, does not generalize to more complicated equations, only to equa-tions with constant coefficients. Later we will use a method of differencequotients that applies to more general situations, but now we show somebasic applications of the Cacciopplli estimates.
 Taking R = 2r in (3.2) and applying Poincare inequality (Corollary 2.57)we get ∫
 B(r)|∇u|2 dx ≤ 16
 r2
 ∫B(2r)\B(r)
 |u− uB(2r)\B(r)|2 dx
 ≤ C(n)∫B(2r)\B(r)
 |∇u|2 dx.
 We have obtained the estimate of the integral over B(r) by an integral overan annulus. Now we add C(n)
 ∫B(r) |∇u|2 to both sides of the inequality to
 fill the hole in the annulus. We get
 (3.5)∫B(r)|∇u|2 dx ≤ C(n)
 C(n) + 1︸ ︷︷ ︸<1
 ∫B(2r)
 |∇u|2 dx.
 For obvious reasons the argument is called hole–filling.
 It is crucial that the coefficient in (3.5) is strictly less than 1. We willshow some applications of this fact.
 Theorem 3.2. If u is a harmonic function on Rn with |∇u| ∈ L2(Rn), thenu is constant.
 Proof. Passing to the limit as r →∞ in inequality (3.5) yields∫Rn
 |∇u|2 dx ≤ θ
 ∫Rn
 |∇u|2, θ < 1 .
 Hence |∇u| = 0 a.e. and thus u is constant. 2
 Corollary 3.3. Any bounded harmonic function on R2 is constant.
 Proof. By Caccioppoli inequality (3.2) we get∫B(r)|∇u|2 ≤ C
 r2
 ∫B(2r)
 |u|2 ≤ C ′.
 Since u is bounded, the constant C ′ does not depend on r. Passing to thelimit as r →∞ we conclude that
 ∫R2 |∇u|2 dx <∞ and hence u is constant
 by the previous result. 2
 Remark 3.4. The corollary holds in Rn for any n ≥ 1, but the proof isdifferent.

Page 36
                        

36 PIOTR HAJ LASZ
 Remark 3.5. We proved that given Sobolev boundary conditions there isa Sobolev solution to the Dirichlet problem and by the Weyl lemma thissolution is a classical harmonic function. However, it is not clear that thesolution is continuous up to the boundary, even if the boundary conditionsare smooth. We will address this problem later in Section 3.4.
 3.2. Linear elliptic equations: existence of solutions. The Dirichletproblem
 −∆u = 0u ∈W 1,2
 w (Ω).can be rewritten as a non-homogeneous problem with zero boundary data.For simplicity assume that the function w is so regular that there is h ∈W 2,2(Ω) ∩W 1,2
 w (Ω). Denote ∆h = f ∈ L2(Ω). Then v = u − h ∈ W 1,20 (Ω)
 solves the following non-homogeneous9 Dirichlet problem−∆u = f ∈ L2(Ω),
 u ∈W 1,20 (Ω).
 That means
 (3.6)∫
 Ω∇u · ∇ϕ dx =
 ∫Ω
 fϕ dx for all ϕ ∈ C∞0 (Ω).
 We will consider now more general elliptic boundary value problems in abounded domain Ω:
 (3.7)
 Lu = f, in Ω,
 u ∈W 1,20 (Ω),
 where
 Lu = −n∑
 i,j=1
 ∂
 ∂xj
 (aij(x)
 ∂u
 ∂xi
 )+
 n∑i=1
 bi(x)∂u
 ∂xi+ c(x)u.
 We assume that the coefficients are bounded measurable functions
 aij(x), bi(x), c(x) ∈ L∞(Ω)
 and f ∈ L2(Ω). We also assume that the matrix A(x) = [aij(x)] is symmet-ric, i.e.
 aij(x) = aji(x) a.e.
 Definition 3.6. The operator L is called (uniformly) elliptic if there isθ > 0 such that
 n∑i,j=1
 aij(x)ξiξj ≥ θ|ξ|2
 for a.e. x ∈ Ω and all ξ ∈ Rn.
 This is to say that the matrix A(x) is positive definite with the smallesteigenvalue bounded from below by a positive constant.
 9i.e. with non-zero right hand side.
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 Remark 3.7. We say that the operator L is in the divergence form, becausewe can write
 −n∑
 i,j=1
 ∂
 ∂xj
 (aij(x)
 ∂u
 ∂xi
 )= −div (A(x)∇u) .
 One also considers elliptic operators in non-divergence form
 Lu = −n∑
 i,j=1
 aij(x)∂2u
 ∂xi∂xj+
 n∑i=1
 bi(x)∂u
 ∂xi+ c(x)u ,
 but we will discuss operators in the divergence from only.
 By analogy with (3.6) we define weak solutions to Lu = f as follows.
 Definition 3.8. We say that u is a weak solution to (3.7) if
 (3.8)∫
 Ω
 n∑i,j=1
 aij(x)∂u
 ∂xi
 ∂ϕ
 ∂xj+
 n∑i=1
 bi(x)∂u
 ∂xiϕ + c(x)uϕ
 dx =∫
 Ωfϕ dx
 for all ϕ ∈ C∞0 (Ω).
 By a density argument (3.8) is true for all ϕ ∈W 1,20 (Ω).
 It is convenient to associate a certain bilinear form with the operator L.
 Definition 3.9. The bilinear form
 B[·, ·] : W 1,20 (Ω)×W 1,2
 0 (Ω)→ Rassociated with the elliptic operator L is defined by
 B[u, v] =∫
 Ω
 n∑i,j=1
 aij(x)∂u
 ∂xi
 ∂v
 ∂xj+
 n∑i=1
 bi(x)∂u
 ∂xiv + c(x)uv
 dx.
 Clearly u is a weak solution of (3.7), if
 B[u, v] = 〈f, v〉 for all v ∈W 1,20 (Ω).
 Here 〈f, v〉 stands for the inner product in L2(Ω). The existence of weaksolutions will follows from the Lax-Milgram theorem.
 Theorem 3.10 (Lax-Milgram). Assume that
 B : H ×H → Ris a bilinear form on a Hilbert space such that for some constants α, β > 0we have
 (3.9) |B[u, v]| ≤ α‖u‖ ‖v‖ for all u, v ∈ H,
 and
 (3.10) B[u, u] ≥ β‖u‖2 for all u ∈ H.

Page 38
                        

38 PIOTR HAJ LASZ
 Then for any bounded linear functional f ∈ H∗ there is a unique elementu ∈ H such that
 B[u, v] = 〈f, v〉 for all v ∈ H.
 Thus in order to prove existence of solutions of the problem (3.7) it suf-fices to show that a bilinear form associated with the operator L satisfiesestimates (3.9) and (3.10).
 Theorem 3.11 (Energy estimates). Let B be a bilinear form associatedwith the elliptic operator L. Then there exist constants α, β > 0 and γ ≥ 0such that
 (3.11) |B[u, v]| ≤ α‖u‖1,2‖v‖1,2and
 (3.12) B[u, u] + γ‖u‖22 ≥ β‖u‖21,2for all u, v ∈W 1,2
 0 (Ω).
 Remark 3.12. The existence of the term γ‖u‖22 in the above estimate doesnot allow us to apply directly the Lax-Milgram theorem. We will take careof it in the next result.
 Proof. The estimate (3.11) is very easy to prove.
 |B[u, v]| ≤n∑
 i,j=1
 ‖aij‖∞∫
 Ω|∇u| |∇v| dx
 +n∑i=1
 ‖bi‖∞∫
 Ω|∇u||v| dx + ‖c‖∞
 ∫Ω|u||v| dx
 ≤ α‖u‖1,2‖v‖1,2for some α > 0. To prove (3.12) we will need to use ellipticity of L. We have
 θ
 ∫Ω|∇u|2 dx ≤
 ∫Ω
 n∑i,j=1
 aij(x)∂u
 ∂xi
 ∂u
 ∂xjdx
 = B[u, u]−∫
 Ω
 (n∑i=1
 bi(x)∂u
 ∂xiu + c(x)u2
 )dx
 ≤ B[u, u] +n∑i=1
 ‖bi‖∞∫
 Ω|∇u||u| dx + ‖c‖∞
 ∫Ω|u|2 dx
 It is easy to prove that for a, b > 0 and ε > 0 we have
 (3.13) ab ≤ εa2 +b2
 4ε.
 Hence ∫Ω|∇u| |u| dx ≤ ε
 ∫Ω|∇u|2 dx +
 14ε
 ∫Ω|u|2 dx .
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 Taking ε > 0 so small that
 ε
 n∑i=1
 ‖bi‖∞ <θ
 2
 we obtain
 (3.14)θ
 2
 ∫Ω|∇u|2 dx ≤ B[u, u] + C
 ∫Ω|u|2 dx
 and it suffices to observe that by the Poincars inequality, Lemma 1.12, theleft hand side of (3.14) is comparable to ‖u‖21,2 for u ∈ W 1,2
 0 (Ω). The proofis complete. 2
 Theorem 3.13. There is a constant γ ≥ 0 such that for each µ ≥ γ andeach f ∈ L2(Ω) the following Dirichlet problem
 Lu + µu = f, in Ω,u ∈W 1,2
 0 (Ω).
 has a unique solution.
 Remark 3.14. The term µ appears, because the estimates from Theo-rem 3.11 are not good enough to apply the Lax-Milgram theorem.
 Proof. Let γ be as in Theorem 3.11 and let µ ≥ γ. The form
 Bµ[u, v] = B[u, v] + µ〈u, v〉corresponds to the operator Lµu = Lu + µu. Since
 Bµ[u, u] = B[u, u] + µ‖u‖22 ≥ B[u, u] + γ‖u‖22 ≥ β‖u‖21,2,
 the Lax-Milgram theorem applies and the theorem follows.10 2
 In some cases the term µu is not needed.
 Theorem 3.15. If the operator is of the form
 Lu = −n∑
 i,j=1
 ∂
 ∂xj
 (aij(x)
 ∂u
 ∂xi
 )+ c(x)u,
 where c ≥ 0, then the Dirichlet problemLu = f,
 u ∈W 1,20 (Ω).
 has a unique solution.
 Proof. We have
 B[u, u] ≥ θ
 ∫Ω|∇u|2 dx +
 ∫Ω
 c(x)|u|2 dx ≥ θ
 ∫Ω|∇u|2 ≥ C‖u‖21,2
 by the Poincare inequality, Lemma 1.12. 2
 10The L2 inner product v 7→ 〈f, v〉 defines a bounded linear functional on W 1,20 (Ω).
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 Remark 3.16. In the result above, the function c(x) can actually attainnegative values as long as the function c is bounded from below by a certainconstant that is sufficiently close to zero. Indeed, let µ be the best constantin the Poincare inequality∫
 Ω|u|2 dx ≤ µ
 ∫Ω|∇u|2 dx for u ∈W 1,2
 0 (Ω).
 If −θ/µ < λ0 < 0 and c(x) ≥ λ0 a.e., then
 B[u, u] ≥ θ
 ∫Ω|∇u|2 dx +
 ∫Ω
 c(x)|u|2 dx
 ≥ θ
 ∫Ω|∇u|2 dx + λ0
 ∫Ω|u|2 dx
 ≥ (θ + λ0µ︸ ︷︷ ︸>0
 )∫
 Ω|∇u|2
 ≥ C‖u‖21,2.
 Again, the last inequality follows from the Poincare inequality. The above ar-gument shows that estimates for the best constant in the Poincare inequalityplay an important role in the theory of elliptic equations.
 3.3. Linear elliptic equations: interior regularity. Let us start with asimple estimate that mimics the proof of the Caccioppoli estimate for theLaplace operator. As before we assume that L is uniformly elliptic.
 Proposition 3.17. Assume that
 aij , bi, c ∈ L∞(Ω)
 andf ∈ L2(Ω).
 Assume that u ∈W 1,2(Ω) is a weak solution to the equation11
 Lu = f in Ω.
 Then for W b Ω we have
 ‖u‖W 1,2(W ) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ),
 where the constant C depends on W , Ω and ‖aij‖∞, ‖bi‖∞, ‖c‖∞. If inaddition u ∈W 1,2
 0 (Ω), then
 ‖u‖W 1,2(Ω) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 )Proof. Fix a cutoff function ζ such that
 ζ ∈ C∞0 (Ω), 0 ≤ ζ ≤ 1 ζ|W ≡ 1,
 11We do not assume any boundary conditions.
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 and takeϕ = ζ2u
 as a test function. We have∫Ω
 ( n∑i,j=1
 aij∂u
 ∂xi
 ∂u
 ∂xjζ2 +
 n∑i,j=1
 aij∂u
 ∂xi2ζ
 ∂ζ
 ∂xju +
 n∑i=1
 bi∂u
 ∂xiζ2u + cu2ζ2
 )dx
 =∫
 Ωfζ2u dx.
 Ellipticity of L gives∫Ω
 n∑i,j=1
 aij∂u
 ∂xi
 ∂u
 ∂xjζ2 dx ≥ θ
 ∫Ω|∇u|2ζ2 dx.
 Hence
 θ
 ∫Ω|∇u|2ζ2 dx ≤ C
 ∫Ω
 (|∇u||ζ| |u|+ |u|2 + |f | |u|
 )dx
 ≤ θ
 2
 ∫Ω|∇u|2ζ2 dx + C ′
 ∫Ω(|u|2 + |f |2) dx,
 where in the last inequality we employed (3.13). Since ζ2 = 1 on W weconclude ∫
 W|∇u|2 dx ≤ C
 ∫Ω(|u|2 + |f |2) dx
 and the first part of the result follows.
 If in addition u ∈W 1,20 (Ω), then we can use ϕ = u as a test function and
 a suitable estimate follows from a similar, but even easier arguments thanthose explained above. 2
 In the case of the Laplace equation we could prove C∞ regularity ofsolutions by using the fact that if u is a weakly harmonic function, then itsconvolution approximation is a classical harmonic function. This argumentis no longer available for equations Lu = f considered above. Instead, wewill use a difference quotient method of Nirenberg. As before we assume thatthe operator L is uniformly elliptic, but in addition to that we will imposehigher regularity conditions for the coefficients. The next result generalizesa priori estimates (3.4) that we proved for the Laplace operator.
 Theorem 3.18 (Interior regularity). Assume that
 aij ∈ C1(Ω), bi, c ∈ L∞(Ω)
 andf ∈ L2(Ω).
 Suppose that u ∈W 1,2(Ω) is a weak solution to the equation
 Lu = f in Ω.
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 Then u ∈W 2,2loc (Ω) and for each U b Ω we have
 ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ),
 where the constant C depends on U , Ω and the coefficients of L.
 Sketch of the proof. The proof is quite involved and instead of a detailedproof we will explain its main idea. The reader may find details in Evans’book, Theorem 6.3.1, page 309. We want to obtain estimates for the secondorder derivatives of a solution to Lu = f . Assume for a moment that u issufficiently regular. Let U b W b Ω and let ζ be a cutoff function, i.e.ζ ∈ C∞
 0 (W ), 0 ≤ ζ ≤ 1 and ζ|U ≡ 1. We will test the equation with thefollowing test function
 (3.15) ϕ = − ∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 ).
 This is a moment where we need to assume high regularity of u — the giventest function involves second order derivatives of u. The test function needsto belong to W 1,2
 0 (Ω), so we need to assume that u ∈W 3,2(Ω). We have
 −∑i,j
 ∫Ω
 aij∂u
 ∂xi
 ∂
 ∂xj
 (∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 ))
 = −∫
 Ω
 (f −
 ∑i
 bi∂u
 ∂xi− cu
 )∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 ).
 We write this equality as A = B and we estimate A and B separately. Wehave
 A =∑i,j
 ∫Ω
 ∂
 ∂xk
 (aij
 ∂u
 ∂xi
 )∂
 ∂xj
 (ζ2 ∂u
 ∂xk
 )
 =∑i,j
 ∫Ω
 (∂aij
 ∂xk
 ∂u
 ∂xi+ aij
 ∂2u
 ∂xk∂xi
 )(ζ2 ∂2u
 ∂xk∂xj+ 2ζ
 ∂ζ
 ∂xj
 ∂u
 ∂xk
 )
 =∑i,j
 ∫Ω
 aij∂2u
 ∂xk∂xi
 ∂2u
 ∂xk∂xjζ2 + other terms.
 Using ellipticity we get∑i,j
 ∫Ω
 aij∂2u
 ∂xk∂xi
 ∂2u
 ∂xk∂xjζ2 ≥ θ
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 ,
 while for other terms we only need a rough estimate
 other terms ≤ C
 ∫Ω
 (|∇u|
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣+ |∇u|2)
 ζ.
 We used here the fact that the functions aij and ∂aij/∂xk are bounded onthe support of ζ and we estimated ζ and ∂ζ/∂xi by a constant. Recall that
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 ab ≤ εa2 + C(ε)b2, so
 other terms ≤ ε
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 + C
 ∫Ω|∇u|2 .
 Taking ε = θ/2 we obtain
 A ≥ θ
 2
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 − C
 ∫Ω|∇u|2 .
 Now we estimate B:
 B ≤ C
 ∫Ω
 (|f |+ |u|+∇u|
 ) ∣∣∣∣ ∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 )∣∣∣∣≤ ε
 ∫Ω
 ∣∣∣∣ ∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 )∣∣∣∣2 + C(ε)∫
 Ω
 (|f |2 + |u|2 + |∇u|2
 ).
 We have
 ε
 ∫Ω
 ∣∣∣∣ ∂
 ∂xk
 (ζ2 ∂u
 ∂xk
 )∣∣∣∣2 = ε
 ∫Ω
 ∣∣∣∣2ζ∂ζ
 ∂xk
 ∂u
 ∂xk+ ζ2 ∂2u
 ∂x2k
 ∣∣∣∣2≤ Cε
 ∫Ω|∇u|2 + Cε
 ∫Ω
 ζ2
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 .
 Taking ε sufficiently small we obtain
 B ≤ θ
 4
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 + C
 ∫Ω
 (|f |2 + |u|2 + |∇u|2
 ).
 Thus
 θ
 2
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 − C
 ∫Ω|∇u|2
 ≤ θ
 4
 ∫Ω
 ∣∣∣∣∇ ∂u
 ∂xk
 ∣∣∣∣2 ζ2 + C
 ∫Ω
 (|f |2 + |u|2 + |∇u|2
 ).
 Since ζ ≡ 1 on U and k ∈ 1, 2, . . . , n is any index, we get
 (3.16)∫U|∇2u|2 dx ≤ C
 ∫Ω(|f |2 + |u|2 + |∇u|2) dx,
 so
 (3.17) ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖W 1,2(Ω)
 ).
 This is not yet the estimate we wanted to obtain, because we wanted to havean L2 norm of u instead of its W 1,2 norm on the right hand side. Note thatthe estimate (3.17) is true if we replace Ω by W , where U b W b Ω, so
 ‖u‖W 2,2(U) ≤ C(‖f‖L2(W ) + ‖u‖W 1,2(W )
 )and hence Proposition 3.17 gives
 (3.18) ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ).
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 The real problem with the above argument is that the test function (3.15)requires high regularity of u. After all, we obtained estimates for the secondorder derivatives of u in terms of L2 of u and one may expect that thisshould also be true for any weak solution u ∈ W 1,2(Ω). However, we needto use a different test function. The idea is to replace derivatives ∂/∂xk inthe test function (3.15) by difference quotients. Let
 Dhku(x) =
 u(x + hek)− u(x)h
 , h ∈ R \ 0
 and let
 (3.19) ϕ = −D−hk (ζ2Dh
 ku).
 This test function can be applied to u ∈ W 1,2(Ω). Recall that a differencequotient method has already been used in the proof of Theorem 2.13.
 The difference quotients satisfy both the product rule:
 Dhk (vu) = (τhv)(Dh
 kw) + wDhkv,
 where (τhv)(x) = v(x + hek) and the integration by parts formula:12∫Ω
 vD−hk w dx = −
 ∫Ω
 wDhkv dx,
 provided one of the functions is compactly supported in Ω and h is suffi-ciently small.13 This is all what we need: the arguments used in the aboveproof are based mainly on the product rule and the integration by parts.Using the test function (3.19) and following verbatim the above argumentone can show that for U b Ω∫
 U|Dh
 k∇u|2 dx ≤ C
 ∫Ω(|f |2 + |u|2 + |∇u|2) dx
 Compare this estimate with (3.16). Since the estimate on the right hand sideis independent of h, Theorem 2.15 implies that
 ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖W 1,2(Ω)
 )and finally the same argument as before leads to
 ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ).
 2
 Theorem 3.19 (Higher order regularity). Let m be a nonnegative integer.Assume that
 aij , bi, c ∈ Cm+1(Ω)and
 f ∈Wm,2(Ω).
 12The −h that appears in this formula explains why we took −h in (3.19).13Otherwise x + hek could lie outside Ω and the functions would not be well defined.
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 If u ∈W 1,2(Ω) is a weak solution of Lu = f , then
 u ∈Wm+2,2loc (Ω)
 and for each U b Ω we have
 ‖u‖Wm+2,2(U) ≤ C(‖f‖Wm,2(Ω) + ‖u‖L2(Ω)
 )with the coefficient C depending on U , Ω and the coefficients of L only.
 Proof. The proof is by induction. For m = 0 the result is contained inTheorem 3.18. It remains to show that if the theorem is true for m, it is alsotrue for m + 1. For simplicity we will prove this implication for m = 0 only.The proof of the implication for general m follows from the same argument,but notation is much more complicated, so we restrict to the case m = 0 forthe sake of clarity of presentation.
 Thus suppose that
 aij , bi, c ∈ C2(Ω) and f ∈W 1,2(Ω)
 We need to prove that u ∈ W 3,2loc (Ω) with suitable estimates. From the in-
 duction hypotheses (m = 0) we already know that u ∈W 2,2loc (Ω) and
 (3.20) ‖u‖W 2,2(U) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ).
 for all U b Ω. Fix W b U b Ω and take an arbitrary ϕ ∈ C∞0 (U). We will
 test the equation Lu = f against the function −∂ϕ/∂xk. We have∫Ω
 −∑i,j
 aij∂u
 ∂xi
 ∂2ϕ
 ∂xj∂xk−∑i
 bi∂u
 ∂xi
 ∂ϕ
 ∂xk− cu
 ∂ϕ
 ∂xk
 dx = −∫
 Ωf
 ∂ϕ
 ∂xkdx.
 Now we integrate by parts with respect to xk∫Ω
 ∑i,j
 ∂
 ∂xk
 (aij
 ∂u
 ∂xi
 )∂ϕ
 ∂xj+∑i
 ∂
 ∂xk
 (bi
 ∂u
 ∂xi
 )ϕ +
 ∂
 ∂xk(cu)ϕ
 dx
 =∫
 Ω
 ∂f
 ∂xkϕ dx.
 For simplicity we will write ∂u/∂xk = uk. We have∫Ω
 ∑ij
 aij∂uk∂xi
 ∂ϕ
 ∂xj+
 ∑ij
 ∂aij
 ∂xk
 ∂u
 ∂xi
 ∂ϕ
 ∂xj+∑i
 bi∂uk∂xi
 ϕ
 +∑i
 ∂bi
 ∂xk
 ∂u
 ∂xiϕ + cukϕ +
 ∂c
 ∂xkuϕ
 =∫
 Ω
 ∂f
 ∂xkϕ.
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 We integrate by parts with respect to xj the integral corresponding to thesecond sum and reorganize terms as follows∫
 Ω
 ∑i,j
 aij∂uk∂xi
 ∂ϕ
 ∂xj+∑i
 bi∂uk∂xi
 ϕ + cukϕ
 dx
 =∫
 Ω
 ( ∂f
 ∂xk+∑i,j
 ∂
 ∂xj
 (∂aij
 ∂xk
 ∂u
 ∂xi
 )−∑i
 ∂bi
 ∂xk
 ∂u
 ∂xi− ∂c
 ∂xku︸ ︷︷ ︸
 f
 )ϕ dx.
 Since the equality is true for any ϕ ∈ C∞0 (U) we see that uk is a solution of
 the equationLuk = f in U .
 The assumed regularity implies that f ∈ L2(U) and
 ‖f‖L2(U) ≤ C(‖f‖W 1,2(U) + ‖u‖W 2,2(U)
 )≤ C ′ (‖f‖W 1,2(Ω) + ‖u‖L2(Ω)
 ),
 where the last inequality follows from (3.20). Another application of (3.20)yields
 ‖uk‖W 2,2(W ) ≤ C(‖f‖L2(U) + ‖uk‖L2(U)
 )≤ C ′ (‖f‖W 1,2(Ω) + ‖u‖L2(Ω)
 ).
 This simply means that u ∈W 3,2(W ) and
 ‖u‖W 3,2(W ) ≤ C(‖f‖W 1,2(Ω) + ‖u‖L2(Ω)
 ).
 The proof is complete. 2
 As an immediate corollary of Corollary 2.62 we obtain
 Theorem 3.20 (C∞ regularity). Assume that
 aij , bi, c ∈ C∞(Ω)
 andf ∈ C∞(Ω).
 Suppose that u ∈W 1,2(Ω) is a weak solution of the equation
 Lu = f in Ω.
 Then u ∈ C∞(Ω).
 3.4. Linear elliptic equations: boundary regularity. To make the the-ory complete we need to show that under suitable assumptions solutions ofthe Dirichlet problem are regular up to the boundary.
 Theorem 3.21 (Boundary W 2,2 regularity). Assume that Ω is a boundeddomain with C2 boundary,
 aij ∈ C1(Ω), bi, c ∈ L∞(Ω)
 andf ∈ L2(Ω).
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 If u ∈W 1,20 (Ω) is a weak solution of the boundary value problem
 (3.21)
 Lu = f in Ω,u ∈W 1,2
 0 (Ω),
 then u ∈W 2,2(Ω) and
 (3.22) ‖u‖W 2,2(Ω) ≤ C(‖f‖L2(Ω) + ‖u‖L2(Ω)
 ),
 where the constant C depends on Ω and the coefficients of L only.
 Remark 3.22. One can also prove that if, in addition, u is a unique solutionto (3.21), then we have even a better estimate
 ‖u‖W 2,2(Ω) ≤ C‖f‖L2(Ω).
 Proof. Large part of the proof is similar to that of Theorem 3.18, butnow we need to take test functions that touch the boundary. Consider firsta special case when14
 U = Bn(0, 1) ∩ Rn+.
 Assume that u ∈W 1,2(U) solves the equation Lu = f in U and u = 0 alongthe flat part of the boundary xn = 0. Take V = Bn(0, 1/2) ∩ Rn
 + andconsider a cutoff function
 ζ ∈ C∞0 (Bn(0, 1)), 0 ≤ ζ ≤ 1, ζ|Bn(0,1/2) ≡ 1.
 We want to use the following test function
 ϕ = −D−hk
 (ζ2Dh
 ku).
 Observe that if k ∈ 1, 2, . . . , n − 1, then ϕ ∈ W 1,20 (U). Indeed, for x ∈ U
 we have
 ϕ(x) = −1h
 D−hk
 (ζ2(x)(u(x + hek)− u(x))
 )=
 1h2
 (ζ2(x− hek)(u(x)− u(x− hek))− ζ2(x)(u(x + hek)− u(x))
 ).
 If h is sufficiently small, then ϕ ∈ W 1,20 (U). Indeed, it vanishes near the
 spherical part of the boundary (because of ζ) and since u has zero trace onthe flat part of the boundary, ϕ has zero trace too and it suffices to applyTheorem 2.67.
 In the above argument it was important that part of the boundary wasflat and we could prove that ϕ ∈W 1,2
 0 (U) only for k 6= n. Since ϕ ∈W 1,20 (U)
 we can use it as a test function in our equation. Calculations as in the proofof Theorem 3.18 lead to the estimate∫
 V|Dh
 k∇u|2 dx ≤ C
 ∫U(|f |2 + |u|2 + |∇u|2) dx
 14Recall that Rn+ = x ∈ Rn : xn > 0.
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 and hence we conclude as in the proof of Theorem 3.18 that
 ∂2u
 ∂xi∂xk∈ L2(V ) for i = 1, 2, . . . , n
 along with the estimate
 (3.23)∥∥∥∥ ∂2u
 ∂xi∂xk
 ∥∥∥∥L2(V )
 ≤ C(‖f‖L2(U) + ‖u‖W 1,2(U)
 ).
 The problem is that we still miss the L2 estimate for ∂2u/∂x2n. Such an
 estimate can, however, be easily obtained from (3.23) using ellipticity of L.Indeed, since aij ∈ C1 and u ∈W 2,2
 loc we can rewrite the equation Lu = f asan equation in a non-divergence form
 −n∑
 i,j=1
 aij∂2u
 ∂xi∂xj+
 n∑i=1
 bi∂u
 ∂xi+ cu = f,
 where
 bi = bi −n∑j=1
 ∂aij
 ∂xj.
 Thus
 (3.24) ann∂2u
 ∂x2n
 = −∑
 (i,j) 6=(n,n)
 aij∂2u
 ∂xi∂xj+
 n∑i=1
 bi∂u
 ∂xi+ cu− f.
 The ellipticity condition ∑i,j
 aij(x)ξiξj ≥ θ|ξ|2
 applied to ξ = en = (0, . . . , 0, 1) gives
 ann(x) ≥ θ.
 Applying this to the left hand side of (3.24) and using a rough estimate forthe right hand side we get∣∣∣∣∂2u
 ∂x2n
 ∣∣∣∣ ≤ C
 ∑(i,j) 6=(n,n)
 ∣∣∣∣ ∂2u
 ∂xi∂xj
 ∣∣∣∣+ |∇u|+ |u|+ |f |
 .
 Thus (3.23) yields∥∥∥∥∂2u
 ∂x2n
 ∥∥∥∥L2(V )
 ≤ C(‖f‖L2(U) + ‖u‖W 1,2(U)
 )and hence
 ‖u‖W 2,2(V ) ≤ C(‖f‖L2(U) + ‖u‖W 1,2(U)
 ).
 We are left with the general case when the boundary is not necessarilyflat. The idea is to use a (local) diffeomorphic change of variables to makethe boundary flat. To do this we have to investigate what happens to the
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 solution of the equation Lu = f when we apply such a change of variables.More precisely, let
 Φ : Ω1 → Ω2, Ψ = Φ−1 : Ω2 → Ω1
 be a C2 diffeomorphism of bounded domains Ω1,Ω2 ⊂ Rn and its inverse.We will also write
 Φ(x) = y, Ψ(y) = x.
 Suppose for simplicity that the diffeomorphisms Φ and Ψ are C2 up to theboundary.
 Suppose L is an elliptic operator in Ω1, and the function u ∈ W 1,2(Ω1)satisfies
 (3.25) Lu = f in Ω1.
 We want to find out what equation is satisfied by the function
 v = u Φ in Ω2.
 The idea is very simple: equation (3.25) in the weak form can be writtenas a family of integral identities in Ω1 and we can rewrite it as an integralidentities in Ω2 using the chain rule and the change of variables in theintegral. We have∫
 Ω1
 ∑i,j
 aij(x)∂u
 ∂xi
 ∂η
 ∂xj+∑i
 bi(x)∂u
 ∂xiη + c(x)uη dx =
 ∫Ω1
 fη dx
 for all η ∈W 1,20 (Ω1). Denote
 v(y) = u(Ψ(y)) and ζ(y) = η(Ψ(y)).
 Then v ∈W 1,2(Ω2) and ζ ∈W 1,20 (Ω2) by Theorem 2.46. The chain rule and
 the change of variables give∫Ω1
 ∑i,j
 aij(x)∂u
 ∂xi
 ∂η
 ∂xjdx
 =∫
 Ω1
 ∑i,j
 aij(x)
 (∑k
 ∂v
 ∂yk(Φ(x))
 ∂Φk
 ∂xi(x)
 )(∑`
 ∂ζ
 ∂y`(Φ(x))
 ∂Φ`
 ∂xj(x)
 )
 =∫
 Ω2
 ∑k,`
 ∑i,j
 aij(Φ(y))∂Φk
 ∂xi(Ψ(y))
 ∂Φ`
 ∂xj(Ψ(y))
 |JΨ(y)| ∂v
 ∂yk
 ∂ζ
 ∂y`dy
 =∫
 Ω2
 ∑k,`
 ak`(y)∂v
 ∂yk
 ∂ζ
 ∂y`dy,
 where JΨ is the Jacobian of the diffeomorphism Ψ and the matrix
 A(y) = [ak,`]
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 is defined by15
 A(y) =(
 DΦ •A • (DΦ)T
 |JΦ|
 )(Ψ(y)) .
 Here • denotes the matrix multiplication. Similarly∫Ω1
 ∑i
 bi(x)∂u
 ∂xiη =
 ∫Ω2
 ∑k
 bk(y)∂v
 ∂ykζ dy,
 where
 bk(y) =
 (∑i
 bi(Ψ(y))∂Φk
 ∂xi(Ψ(y))
 )|JΨ(y)| ,
 i.e. the vector B = [bk] is obtained from the vector B = [bi] by the formula
 B(y) =(
 DΦ •B
 |JΦ|
 )(Ψ(y)) .
 Finally ∫Ω1
 cuη dx =∫
 Ω2
 c(Ψ(y))|Jψ|︸ ︷︷ ︸c
 vζ dy =∫
 Ω2
 cvζ dy,
 and ∫Ω1
 fη dx =∫
 Ω2
 f(Ψ(y))|JΨ|︸ ︷︷ ︸f
 ζ dy =∫
 Ω2
 f ζ dy.
 Thus
 (3.26)∫
 Ω2
 ∑k,`
 ak,`(y)∂v
 ∂yk
 ∂ζ
 ∂y`+∑k
 bk(y)∂v
 ∂ykζ + cvζ dy =
 ∫Ω2
 f ζ dy
 for all16 ζ ∈W 1,20 (Ω2), i.e.
 Lv = f ,
 where the operator L is associated with (3.26).
 Observe that the operator L is uniformly elliptic. Indeed, |IΦ| is boundedfrom below and below and above and
 〈Aξ, ξ〉 = |JΦ|−1〈DΦA(DΦ)T ξ, ξ〉 = |JΦ|−1〈A(DΦ)T ξ, (DΦ)T ξ〉≥ θ|JΦ|−1|(DΦ)T ξ|2 ≈ θ|ξ|2,
 because the matrix (DΦ)T is non-degenerate.
 Ifaij ∈ C1(Ω1), bi, c ∈ L∞(Ω1), f ∈ L2(Ω1),
 then
 (3.27) ak,` ∈ C1(Ω2), bk, c ∈ L∞(Ω2), f ∈ L2(Ω2)
 15We use the fact that |JΨ(y)| = |JΦ(Ψ(y))|−1.16Indeed, any such ζ can be represented as η Ψ for some η ∈ W 1,2
 0 (Ω1).

Page 51
                        

NON-LINEAR ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 51
 Indeed, Φ ∈ C2, so DΦ, |JΦ| ∈ C1 and (3.27) follows from formulas for thecoefficients of L.
 Now we can complete the proof of the theorem. Let Ω1 be a neighborhoodof a point on the boundary ∂Ω. Since ∂Ω ∈ C2, there is a C2 diffeomorphism
 Φ : Ω1 → B(0, 1) ∩ Rn+ := U.
 Let u ∈W 1,20 (Ω) be a solution to (3.21). Then v = u Ψ is a solution of
 Lv = f in B(0, 1) ∩ Rn+
 and v vanishes along xn = 0. Let V = B(0, 1/2)∩Rn+. It follows from the
 first part of the proof that
 ‖v‖W 2,2(V ) ≤ C(‖f‖L2(U) + ‖v‖W 1,2(U)
 )and hence
 ‖u‖W 2,2(Ψ(V )) ≤ C(‖f‖L2(Ω1) + ‖u‖W 1,2(Ω1)
 )≤ C
 (‖f‖L2(Ω) + ‖u‖W 1,2(Ω)
 )because W 2,2 space is invariant under C2 diffeomorphisms. Since ∂Ω is com-pact, it can be covered by a finite number of neighborhoods like Ω1 and hence
 ‖u‖W 2,2(Ω) ≤ C(‖f‖L2(Ω) + ‖u‖W 1,2(Ω)
 ).
 Now it suffices to apply Proposition 3.17 to get the estimate (3.22). Theproof is complete. 2
 Theorem 3.23 (Higher boundary regularity). Let m be a nonnegative in-teger. Assume that Ω is a bounded domain with Cm+2 boundary,
 aij , bi, c ∈ Cm+1(Ω),
 andf ∈Wm,2(Ω).
 If u ∈W 1,20 (Ω) is a weak solution of the boundary value problem
 Lu = f in Ω,u ∈W 1,2
 0 (Ω),
 then u ∈Wm+2,2(Ω) and
 ‖u‖Wm+2,2(Ω) ≤ C(‖f‖Wm,2(Ω) + ‖u‖L2(Ω)
 ),
 where the constant C depends on Ω, m and the coefficients of L only.
 Sketch of the proof. First we prove the result by induction in the case inwhich
 Ω = Bn(0, 1) ∩ Rn+.
 This part of the proof is an adaptation of the induction argument used inthe proof of Theorem 3.19 to the current situation. Then the general casefollows by the change of variables that straightens the boundary. 2
 As a corollary we obtain
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 Theorem 3.24 (C∞ boundary regularity). Assume that Ω is a boundeddomain with C∞ boundary,
 aij , bi, c ∈ C∞(Ω),
 andf ∈ C∞(Ω).
 If u ∈W 1,20 (Ω) is a weak solution of the boundary value problem
 Lu = f in Ω,u ∈W 1,2
 0 (Ω),
 then u ∈ C∞(Ω).
 4. Simple nonlinear problems: variational approach
 At the beginning we proved the existence of a weak solution of the Dichch-let problem for the Laplace equation using variational approach. Later werealized that for this problem and for more general linear elliptic equations,instead of the variational approach, we could use the Lax-Milgram theorem.It turns out, however, that the variational approach gives more flexibilityas it also applies to nonlinear problems for which the Lax-Milgram theo-rem is of no use. In this section we will describe some elementary nonlinearproblems that will illustrate the variational method.
 4.1. Euler Lagrange Equations. The Dirichlet principle asserts that find-ing a solution to the Dirichlet problem for the Laplace equation is equivalentto finding a minimizer of the Dirichlet integral I. The Laplace equation wasderived by taking directional derivatives of the functional I in all the direc-tions ϕ ∈ C∞
 0 . We took directional derivatives in the infinite dimensionalspace of functions. Thus roughly speaking we can say that u is a minimizerof the functional I if the “derivative” of I at the point u is zero. We willgeneralize this observation to the abstract setting of functionals on Banachspaces.
 Definition 4.1. Let X be a Banach space and let I : X → R be a func-tional.17 The directional derivative of I at u ∈ X in the direction h ∈ X,h 6= 0 is defined as
 DhI(u) = limt→0
 I(u + th)− I(u)t
 .
 We say that I is differentiable in the sense of Gateaux at a point u ∈ X if forevery h ∈ X, h 6= 0 the directional derivative DhI(u) exists and the functionh 7→ DhI(u) is linear and continuous. This defines functional DI(u) ∈ X∗ bythe formula 〈DI(u), h〉 = DhI(u). We call DI(u) the Gateaux differential.
 17Nonlinear — as usual.
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 Proposition 4.2. If I : X → R is Gateaux differentiable and I(u) =infu∈X I(u), then DI(u) = 0. 2
 Later we will see that this is an abstract statement of the so called Euler–Lagrange equations. For example we will see that when we differentiate thefunctional I(u) =
 ∫|∇u|2, we obtain the equation ∆u = 0 in the weak form.
 This looks like the Dirichlet principle.
 Theorem 4.3. Let I : X → R be Gateaux differentiable. Then the followingconditions are equivalent.
 (1) I is convex,(2) I(v)− I(u) ≥ 〈DI(u), v − u〉 for all u, v ∈ X,(3) 〈DI(v)−DI(u), v − u〉 ≥ 0 for all u, v ∈ X.
 Proof. (1)⇒(2). Convexity implies thatI(u + t(v − u))− I(u)
 t≤ I(v)− I(u)
 for t ∈ (0, 1) and hence the claim follows by passing to the limit as t→ 0.
 (2)⇒(3). It follows directly from the assumption that 〈−DI(u), v − u〉 ≥I(u) − I(v) and 〈DI(v), v − u〉 ≥ I(v) − I(u). Adding both inequalities weobtain the desired inequality.
 (3)⇒(1) We have to prove that for any two points u, v ∈ X, the functionf(t) = I(u + t(v− u)) is convex. To this end it suffices to prove that f ′(t) isincreasing. This follows easily from the assumed inequality and the formulafor f ′. 2
 In the case of convex functionals the necessary condition given in Propo-sition 4.2 is also sufficient.
 Proposition 4.4. If I : X → R is convex and Gateaux differentiable, thenI(u) = infu∈X I(u) if and only if DI(u) = 0.
 Proof. It remains to prove the implication ⇐. By the convexity and theabove theorem I(u)− I(u) ≥ 〈DI(u), u− u〉 = 0, hence I(u) ≥ I(u). 2
 Note that we have similar situation in the case of the Dirichlet principle:The condition ∆u = 0 is necessary and sufficient for u to be the minimizer.
 Below we give some important examples of functionals differentiable inthe Gateaux sense.
 Lemma 4.5. Let f : Ω× R→ R be measurable in x ∈ Ω (for every u ∈ R)and C1 in u ∈ R (for almost every x ∈ Ω). Moreover assume the followinggrowth conditions
 |f(x, u)| ≤ a(x) + C|u|p, |f ′u(x, u)| ≤ b(x) + C|u|p−1
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 where a ∈ L1(Ω), b ∈ Lp/(p−1)(Ω) and 1 < p < ∞. Then the functionalI(u) =
 ∫Ω f(x, u(x)) dx is Gateaux differentiable as defined on Lp(Ω) and
 〈DI(u), v〉 =∫
 Ωf ′u(x, u)v dx
 Proof. The growth condition implies that I is defined and finite on Lp(Ω).We have(4.1)I(u + tv)− I(u)
 t=∫
 Ω
 f(x, u + tv)− f(x, u)t
 =∫
 Ω
 1t
 ∫ t
 0f ′u(x, u+sv)v ds dx.
 Observe that
 1t
 ∫ t
 0f ′u(x, u + sv)v ds→ f ′u(x, u)v as t→ 0 for a.e. x,
 and that by the growth condition∣∣∣∣1t∫ t
 0f ′u(x, u + sv)v ds
 ∣∣∣∣ ≤ C(|b|p/(p−1) + |u|p + |v|p
 )∈ L1(Ω) ,
 where C does not depend on t. Hence we may pass to the limit18 in (4.1)and we get
 limt→0
 I(u + tv)− I(u)t
 =∫
 Ωf ′u(x, u)v dx.
 The proof is complete. 2
 It is also easy to prove the following
 Lemma 4.6. For 1 < p < ∞ the functional Ip =∫
 Ω |∇u|p is Gateauxdifferentiable on W 1,p(Ω, Rm) and
 〈DIp(u), v〉 = p
 ∫Ω|∇u|p−2〈∇u,∇v〉.
 Since the functional Ip is convex we get that
 (4.2) Ip(u) = infu∈W 1,p
 w (Ω,Rm)Ip(u) ,
 if and only if DIp(u) = 0, i.e. if and only if u is a weak solution to thefollowing system
 (4.3) div (|∇u|p−2∇ui) = 0 ui − wi ∈W 1,p0 (Ω) , i = 1, 2, . . . ,m .
 Here w = (w1, w2, . . . , wm) ∈ W 1,p(Ω, Rm). Moreover the strict convexityguarantees uniqueness of the minimizer or equivalently, uniqueness of thesolution to the system.
 18Dominated convergence theorem.
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 This is a version of the Dirichlet principle. Thus the problem of solving(4.3) reduces to finding the minimizer of (4.2), which is easy, see Corol-lary 1.10. Equations (4.3) are called Euler–Lagrange system for the mini-mizer of Ip. The variational approach easily generalizes to more complicatedelliptic equations or systems.
 Now for the simplicity of the notation we will be concerned with the casem = 1.
 Theorem 4.7. Let Ω ⊂ Rn be a bounded domain with Lischitz boundaryand 1 < p < ∞. Assume that a function f : Ω × R → R is measurable inx ∈ Ω, C1 in u ∈ R and satisfies
 |f(x, u)| ≤ a(x) + C|u|q |f ′u(x, u)| ≤ b(x) + C|u|q−1
 where q = np/(n − p) if p < n and q < ∞ is any exponent if p ≥ n. Thenthe functional
 (4.4) I(u) =∫
 Ω
 1p|∇u|p + f(x, u)
 is Gateaux differentiable on the space W 1,p(Ω) and
 (4.5) 〈DI(u), v〉 =∫
 Ω|∇u|p−2〈∇u,∇v〉+
 ∫Ω
 f ′u(x, u)v
 for every v ∈W 1,p(Ω).
 Proof. It easily follows from Lemma 4.5, Lemma 4.6 and the Sobolevembedding W 1,p(Ω) ⊂ Lq(Ω). 2
 Remark. If we define I on W 1,p0 (Ω) only, Ω can be an arbitrary open and
 bounded set, because then we still have W 1,p0 (Ω) ⊂ Lq(Ω). In this case (4.5)
 holds for v ∈W 1,p0 (Ω).
 Fix w ∈ W 1,p(Ω). If u is a minimizer of (4.4) in W 1,pw (Ω), then u solves
 the equation
 (4.6) div (|∇u|p−2∇u) = f ′u(x, u) , u− w ∈W 1,p0 (Ω) .
 Indeed, if J(v) = I(v + w), then v = u− w is a minimizer of J on W 1,p0 (Ω)
 and hence DJ(v) = 0 i.e.,
 0 = 〈DJ(v), ϕ〉 = 〈DI(v + w︸ ︷︷ ︸u
 ), ϕ〉 ∀ϕ ∈W 1,p0 (Ω) ,
 i.e. (4.6) holds. Equation (4.6) is so called Euler–Lagrange equation for (4.4).Conversely, one can prove existence of a solution to (4.6) by proving existenceof a minimizer to (4.4). This is our next aim.
 Recall that if 1 < p < n, then p∗ = np/(n − p) is the Sobolev exponent.Let Ω ⊂ Rn be a bounded Lipschitz domain. Assume that a function g :
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 Ω×R→ R is measurable in x ∈ Ω and continuous in u ∈ R. If the followinggrowth condition holds
 (4.7) |g(x, u)| ≤ C(1 + |u|q)
 where q ≤ p∗ − 1 when 1 < p < n and q < ∞ when n ≤ p < ∞, then theequation
 (4.8) div (|∇u|p−2∇u) = g(x, u) , u− w ∈W 1,p0 (Ω)
 is the Euler–Lagrange equation for the minimizer of the functional
 (4.9) I(u) =∫
 Ω
 1p|∇u|p + G(x, u) ,
 where G(x, u) =∫ u
 0 g(x, t) dt, defined on W 1,pw (Ω). This follows from the
 estimate |G(x, u)| ≤ C(1 + |u|q+1) and from Theorem 4.7.
 In order to prove the existence of a minimizer of I we need find assump-tions that would guarantee that I is coercive and SWLSC.
 Observe that if g(x, u)u ≥ 0 for all u, then G(x, u) ≥ 0 and hence I iscoercive. This condition for g is too strong. We will relax it now.
 Assume that
 (4.10) g(x, u)u
 |u|≥ −γ|u|p−1
 for all |u| ≥ M and a.e. x ∈ Ω. Here M and γ are constants such thatM ≥ 0 and γ < µ−1
 1 , where µ1 is the best (the least) constant in thePoincare inequality∫
 Ω|u|p ≤ µ1
 ∫Ω|∇u|p ∀u ∈ C∞
 0 (Ω) .
 We claim that under conditions (4.7) and (4.10) the functional I is coerciveon W 1,p
 w (Ω). Indeed, both the conditions imply that
 G(x, u) ≥ −C − γ
 p|u|p
 for all u ∈ R. Hence
 I(u) ≥ 1p
 ∫Ω|∇u|p − γ
 p
 ∫Ω|u|p − C ≥ 1
 p(1− γµ1)
 ∫Ω|∇u|p − C →∞
 as ‖u‖1,p →∞ and u ∈W 1,pw (Ω).
 Condition (4.10) is optimal. Namely later in this section we will showthat the functional constructed for g(x, u) = −µ−1
 1 u|u|p−2 is not coercive onW 1,p
 0 (Ω).
 Now in order to have the SWLC condition we need slightly relax condition(4.7).
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 Theorem 4.8. Let g satisfies (4.7) and (4.10) and let the functional I bedefined on W 1,p
 w (Ω) a above. Then the functional is coercive. If in additionq < p∗− 1 when 1 < p < n (in the case p ≥ n we do not change the assump-tion) then the functional I is SWLSC and hence it assumes the minimumwhich solves the Dirichlet problem (4.8).
 Proof. We have already proved coercivity. Now assume that q < p∗ − 1when 1 < p < n and q <∞ when p ≥ n.
 Let vk v weakly in W 1,p0 (Ω). We have to prove that
 (4.11) I(v + w) ≤ lim infk→∞
 I(vk + w).
 Under the additional assumption about q, the embedding W 1,p0 (Ω) ⊂
 Lq+1(Ω) is compact and hence vk + w → v + w in Lq+1. Since |G(x, u)| ≤C(1 + |u|q+1) we conclude that
 (4.12)∫
 ΩG(x, vk + w)→
 ∫Ω
 G(x, v + w) .
 This follows easily form the following version of the dominated convergencetheorem.
 Lemma 4.9. Let |fk| ≤ gk, gk → g in L1 and fk → f a.e. Then∫
 fk →∫
 f .2
 Observe that
 (4.13)∫
 Ω|∇(v + w)|p ≤ lim inf
 k→∞
 ∫Ω|∇(vk + w)|p.
 This is a direct consequence of Theorem 1.8.19 Now (4.12) and (4.13) implythe SWLSC property (4.11) and then the theorem follows directly formTheorem 1.6. 2
 We leave as an exercise the proof of the following variant of the aboveresult.
 Theorem 4.10. Let Ω ⊂ Rn be a bounded domain, 1 < p < ∞. Then forevery f ∈ (W 1,p
 0 (Ω, Rm))∗ there exists the unique solution to the followingsystem
 div (|∇u|p−2∇ui) = f ui ∈W 1,p0 (Ω) , i = 1, 2, . . . ,m .
 We already proved regularity results for linear elliptic equations. Now weshow a tricky and powerful method of proving regularity results for weaksolutions to nonlinear equations of the form
 (4.14) −∆u = g(x, u), u ∈W 1,2loc (Ω) .
 19It also follows from the lower semicontinuity of the norm (by the Hahn-Banachtheorem).
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 The method is called bootstrap. We will need the following result which is aspecial case of Theorem 3.19.
 Lemma 4.11. If u ∈ W 1,2loc (Ω) is a weak solution to −∆u = f , where
 f ∈Wm,2loc (Ω), then u ∈Wm+2,2
 loc (Ω).
 Assume now that g ∈ C∞(Ω × R). Let u be a solution to (4.14). Theng(x, u) ∈ W 1,2
 loc and hence by Theorem 4.13 u ∈ W 3,2loc . This implies in turn
 that g(x, u) ∈ W 3,2loc and then u ∈ W 5,2
 loc . . . Iterating this argument yieldsu ∈ W k,2
 loc for any k. Hence by the Sobolev embedding theorem u ∈ C∞.Thus we have proved
 Theorem 4.12. If u is a weak solution to (4.14) with g ∈ C∞(Ω×R), thenu ∈ C∞(Ω).
 For the next result we will need a deep generalization of Lemma 4.11 dueto Calceron and Zygmund.
 Theorem 4.13 (Calderon–Zygmund). If u ∈W 1,2loc (Ω) is a weak solution to
 −∆u = f , where f ∈Wm,ploc (Ω), 1 < p <∞, then u ∈Wm+2,p
 loc (Ω).
 The proof in the case p 6= 2 is much more difficult and is based on adeep tool from harmonic analysis: the Calderon-Zygmund theory of singularintegrals.
 Assume now that g is measurable in x, continuous in u and that it satisfiesthe following growth condition
 (4.15) |g(x, u)| ≤ C(1 + |u|q), 1 ≤ q < 2∗ − 1 =n + 2n− 2
 , n ≥ 3.
 Theorem 4.14. If u is a solution to (4.14) with the growth condition (4.15),then u ∈ C1,α
 loc for any 0 < α < 1.
 Proof. Since u ∈W 1,2loc , Sobolev embedding yields u ∈ L
 2n/(n−2)loc and hence
 g(x, u) ∈ Lp1loc, where p1 = 2n(n−2)q > 1. Now by Theorem 4.13 u ∈W 2,p1
 loc andagain by Sobolev embedding g(x, u) ∈ Lp2loc, p2 = 2n
 ((n−2)q−4)q > p1, u ∈W 2,p2
 loc . The inequality p2 > p1 follows from the fact that q < (n+2)/(n−1).Iterating this argument finitely many times yields 2pk > n, so u ∈ W 2,pk
 loc ⊂L∞loc, g(x, u) ∈ L∞loc ⊂ Lrloc for any r <∞ and hence u ∈W 2,r
 loc for any r <∞.Thus the Sobolev embedding theorem yields u ∈ C1,α
 loc for all α < 1. Theproof is complete. 2
 Eigenvalue problem. We start with considering the following two prob-lems.
 1. The best constant in the Poincare inequality.
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 Let Ω ⊂ Rn be a bounded domain and 1 < p < ∞. Find the smallestconstant µ such that the inequality
 (4.16)∫
 Ω|u|p ≤ µ
 ∫Ω|∇u|p
 holds for every u ∈W 1,p0 (Ω).
 Of course such a constant exists and is positive. This follows from thePoincare inequality. In what follows, the smallest constant (called the bestconstant) in the Poincare inequality and it will be denoted by µ1.
 The second problem looks much different.
 2. The first eigenvalue of the p-Laplace operator.
 We say that λ is an eigenvalue of the p-Laplace operator−div (|∇u|p−2∇u) on W 1,p
 0 (Ω), where 1 < p < ∞, if there exists 0 6= u ∈W 1,p
 0 (Ω) such that
 (4.17) −div (|∇u|p−2∇u) = λu|u|p−2.
 Such a function u is called eigenfunction. If p = 2, then we have the classicaleigenvalue problem for the Laplace operator.
 Observe that every eigenvalue is positive. Indeed, by the definition of theweak solution, (4.17) means that∫
 Ω|∇u|p−2〈∇u,∇v〉 = λ
 ∫Ω|u|p−2uv
 for every v ∈ C∞0 (Ω) and hence for every v ∈ W 1,p
 0 (Ω). Taking v = u weobtain
 (4.18)∫
 Ω|∇u|p = λ
 ∫Ω|u|p .
 Thus λ > 0. Note that inequality (4.16) implies that λ ≥ µ−11 . This gives the
 lower bound for the eigenvalues. The following theorem says much more.
 Theorem 4.15. There exists the smallest eigenvalue λ1 of the problem(4.17) and it satisfies λ1 = µ−1
 1 , where µ1 is the best constant in the Poincareinequality (4.16).
 The eigenvalue λ1 is called the first eigenvalue.
 Note that (4.17) is the Euler–Lagrange equation of the functional
 (4.19) I(u) =1p
 ∫Ω
 (|∇u|p − λ|u|p)
 The similar situation was in Theorem 4.8, there are, however, two essentialdifferences. First of all Theorem 4.8 guarantees the existence of a solutionbut it does not say anything about the properties of the solution. We already
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 know that a solution of (4.17) exits — a function constant equal to zero.However, we are not interested in that solution, we are looking for a non-zerosolution. In such a situation Theorem 4.8 cannot help. The second differenceis that that functional defined by (4.19) is not coercive.
 Proof of Theorem 4.15. We know that λ ≥ µ−11 . It remains to prove that
 there exists 0 6= u0 ∈W 1,p0 (Ω) such that
 (4.20) −div (|∇u0|p−2∇u0) = µ−11 u0|u0|p−2.
 First note that u0 ∈W 1,p0 (Ω) satisfies (4.20) if and only if
 (4.21)∫
 Ω|u0|p = µ1
 ∫Ω|∇u0|p.
 Assume that u0 satisfies (4.20). Integrating both sides of (4.20) against thetest function u0 we obtain (4.21). In the opposite direction, if u0 satisfies(4.21), then u0 is a minimizer of the functional
 E(u) =1p
 ∫Ω
 (|∇u|p − µ−1
 1 |u|p).
 Indeed, E(u0) = 0 and always E(u) ≥ 0 because of the Poincare inequality.Hence u0 satisfies Euler–Lagrange equations (4.20).
 Thus it remains to prove that there exists a nontrivial minimizer 0 6= u0 ∈W 1,p
 0 (Ω) of the functional E.
 Let M consists of all u ∈ W 1,p0 (Ω) such that
 ∫Ω |u|
 p = 1. Minimize thefunctional Ip(u) =
 ∫Ω |∇u|p over M . Let uk ∈ M , Ip(uk) → infM Ip = µ−1
 1 .By reflexivity of the space W 1,p
 0 (Ω) we can select a weakly convergent sub-sequence uk u0 ∈ W 1,p
 0 (Ω). Then∫
 Ω |∇u0|p ≤ µ−11 . Since the imbedding
 W 1,p0 (Ω) ⊂ Lp(Ω) is compact we conclude that u0 ∈ M . Hence E(u0) = 0
 and thus u0 is the desired minimizer. This completes the proof. 2
 Observe that the functional E(u) is not coercive. Indeed, if u0 is as inthe above proof then E(tu0) = 0, while ‖tu0‖1,p →∞. This also shows thatcondition (4.10) in Theorem 4.8 are optimal: here g(x, u) = −µ−1
 1 u|u|p−2
 satisfies (4.7) and (4.10) with γ = −µ−11 which is not allowed.
 Observe also that the functional E has infinitely many minimizers — eachof the functions tu0.
 There are many open problems concerning the eigenvalues of the problem(4.17). In the linear case p = 2 the eigenvalues form an infinite discrete set0 < λ1 < λ2 < . . ., λi → ∞. No such result is known for p 6= 2. It is easyto show that the set of eigenvalues of (4.17) is closed. Moreover one canprove that the set of eigenvalues is infinite, unbounded and that the firsteigenvalue is isolated.
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 5. General variational problems: existence of minimizers
 5.1. Hilbert problems. In this section we will discuss general variationalintegrals of the form
 (5.1) I(u) =∫
 ΩF (x, u(x),∇u(x)) dx
 and we will investigate conditions that guarantee existence of minimizers ina class of functions with prescribed boundary data and also we will studyassociated Euler-Lagrange equations.
 The development of the general theory of minimizers of such variationalproblem was initiated by Hilbert. He formulated famous 23 problems in hisaddress on the International Congress of Mathematicians at Paris in 1900.The essential part of his 19th and 20th problem read as follows.
 19th problem: Are the solutions of regular problems in the calculus ofvariations always necessarily analytic?
 20th problem: Has not every regular variational problem a solution, pro-vided certain assumptions regarding the given boundary conditions are satis-fied, and provided also if need be that the notion of a solution shall be suitablyextended?
 Hilbert was aware that in order to prove existence of a minimizer ofa variational problem, one needs to consider a suitable notion of a weaksolution. We have already seen that the right setting for the solution ofthe 20th problem is the theory of Sobolev spaces. In Section 4 we provedexistence of Sobolev minimizers for certain non-linear variational problemsand in this section we will treat a quite general case. This problem turnedout to be quite elementary. The 19th problem has also been solved in thepositive, but this theory is much more difficult and goes far beyond the scopeof our presentation.
 5.2. Euler-Lagrange equations. Here F : Ω × R × Rn → R is a givenfunction. Let
 A(x, u, ξ) = ∇ξF (x, u, ξ), B(x, u, ξ) = F ′u(x, u, ξ).
 This requires some regularity from F , but for a moment we will do formalcalculations, assuming that F allows for such computations.
 Suppose Ω ⊂ Rn is a bounded domain, w ∈W 1,p(Ω) and
 (5.2) I(u0) = infu∈W 1,p
 w (Ω)I(u).
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 Then for every v ∈W 1,p0 (Ω), the function g(t) = I(u0 +tv) attains minimum
 at t = 0. Hence
 0 =d
 dt
 ∣∣∣∣t=0
 g(t) =d
 dt
 ∣∣∣∣t=0
 ∫Ω
 F (x, u0 + tv,∇u0 + t∇v) dx
 =∫
 ΩF ′u(x, u0,∇u0)v +∇ξF (x, u0,∇u0) · ∇v dx,
 so
 −∫
 ΩA(x, u0,∇u0) · ∇v =
 ∫Ω
 B(x, u0,∇u0)v for all v ∈W 1,p0 (Ω).
 This, however, means that u0 is a weak solution of the equation
 (5.3)
 div A(x, u,∇u) = B(x, u,∇u) in Ω,u ∈W 1,p
 w (Ω).
 Clearly (5.3) is the Euler-Lagrange equation associated with the functionalI.
 Let us now check carefully what assumptions about F will guaranteevalidity of the above calculation. We need to make sure that the functionalI is well defined on W 1,p(Ω) and that it is Gateaux differentiable — theGateaux derivative can be computed by differentiating under the sign ofthe integral. This is exactly the same situation as in Theorem 4.7, so, notsurprisingly, the assumptions will be similar. For simplicity we will considerthe case 1 ≤ p < n only. The interested reader will have no difficulty tofigure out what assumptions are sufficient in the case p ≥ n.
 Let Ω ⊂ Rn be a bounded Lipschitz domain, 1 ≤ p < n and let F (x, u, ξ)be measurable in x for all u, ξ and C1 in u and ξ for a.e. x. Assume also thegrowth conditions
 |F (x, u, ξ)| ≤ a(x) + C(|u|p∗ + |ξ|p
 ),
 |F ′u(x, u, ξ)| ≤ b(x) + C
 (|u|p∗−1 + |ξ|p−1+ p
 n
 ),
 |∇ξF (x, u, ξ)| ≤ c(x) + C(|u|
 n(p−1)n−p + |ξ|p−1
 ),
 where p∗ = np/(n − p) and a(x) ∈ L1(Ω), b(x) ∈ Lnp/(np−n+p)(Ω), c(x) ∈Lp/(p−1).
 Using exactly the same arguments as in the proof of Theorem 4.7 one canprove
 Theorem 5.1. Under the above assumptions, the functional
 I(u) =∫
 ΩF (x, u,∇u) dx
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 is Gateaux differentiable on W 1,p(Ω) and
 〈DI(u), v〉 =∫
 ΩF ′u(x, u,∇u)v +∇ξF (x, u,∇u) · ∇v dx
 for all v ∈W 1,p(Ω).
 In particular minimizers of (5.2) satisfy the Euler-Lagrange equation(5.3).
 Remark 5.2. One can prove that if F ∈ C∞ satisfies certain growth condi-tions, then minimizers of the variational functional I are C∞ and if F is realanalytic, then the minimizers are real analytic, too. This can be regardedas a positive solution to the 19th Hilbert problem. Many mathematicianscontributed to the solution of this problem and the final result was obtainedby De Giorgi in 1957. This was a culmination of an enormous effort in theresearch in partial differential equations in the first half of the XXth century.
 5.3. Existence of minimizers. The existence of minimizers of the varia-tional problem (5.2) can be obtained by a direct method of the calculus ofvariations as outlined in Section 1. We make the following assumptions:20
 Let Ω ⊂ Rn be a bounded Lipschitz domain and let
 F = F (x, u, ξ) : Ω× R× Rn → R
 be a function such that
 • F is continuous;• ∇ξF is continuous;• ξ 7→ F (x, u, ξ) is convex for every (x, u) ∈ Ω× R.
 We will call it standard assumptions.
 Theorem 5.3. Suppose that F satisfies the standard assumptions and that
 F (x, u, ξ) ≥ a(x)
 for some a ∈ L1(Ω). Then for any 1 ≤ p <∞, the functional
 I(u) =∫
 ΩF (x, u,∇u) dx
 is SWLSC on W 1,p(Ω).21
 20They are by far not optimal, but under such assumptions the proofs are much easier.21We do not assume that I(u) < ∞ for all u ∈ W 1,p(Ω), so I : W 1,p(Ω) → R =
 R ∪ +∞. Even if the infinite values are allowed, the definition of the sequential weaklower semicontinuity remains the same.
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 Proof. It suffices to consider the case p = 1.22 Choose any weakly conver-gent sequence
 (5.4) uk u in W 1,1(Ω).
 We must show thatL := lim inf
 k→∞I(uk) ≥ I(u).
 By passing to a subsequence we may further assume that
 limk→∞
 I(uk) = L.
 Since the embedding W 1,1(Ω) b L1(Ω) is compact, we have uk → u in L1(Ω)and after passing to a subsequence uk → u a.e. Egorov’s theorem impliesthat there is a compact set Eε such that
 uk ⇒ u uniformly on Eε and |Ω \ Eε| < ε/2.
 Since|x ∈ Ω : |u(x)|+ |∇u(x)| > t| → 0 as t→∞
 we can find compact sets Fε ⊂ Ω such that
 |u(x)|+ |∇u(x)| is bounded on Fε and |Ω \ Fε| < ε/2.
 Let Kε = Eε ∩ Fε. Then|Ω \Kε| < ε.
 We can also assume that Kε is an increasing family of sets.
 Convexity of F is ξ and Theorem 4.3 imply
 F (x, uk,∇uk)− F (x, uk,∇u) ≥ ∇ξF (x, uk,∇u) · (∇uk −∇u).
 This and the inequality F ≥ a yield
 I(uk) =∫
 ΩF (x, uk,∇uk) dx(5.5)
 ≥∫Kε
 F (x, uk,∇uk) +∫
 Ω\Kε
 a(x) dx
 ≥∫Kε
 F (x, uk,∇u) dx
 +∫Kε
 ∇ξF (x, uk,∇u) · (∇uk −∇u) dx +∫
 Ω\Kε
 a(x) dx.
 ∇u is bounded on Kε, uk is uniformly bounded on Kε and uk ⇒ u uniformlyon Kε. Since F is uniformly continuous on compact sets in Ω× R× Rn,
 F (x, uk,∇u) ⇒ F (x, u,∇u) uniformly on Kε.
 Thus
 (5.6) limk→∞
 ∫Kε
 F (x, uk,∇u) dx =∫Kε
 F (x, u,∇u) dx.
 22Indeed, weak convergence in W 1,p implies weak convergence in W 1,1.
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 Similarly ∇ξF (x, uk,∇u) ⇒ ∇ξF (x, u,∇u) uniformly on Kε. Since Duk
 Du weakly in L1 we have23
 (5.7) limk→∞
 ∫Kε
 ∇ξF (x, uk,∇u) · (∇uk −∇u) dx = 0
 Now (5.5), (5.6) and (5.7) yield
 L = limk→∞
 I(uk) ≥∫Kε
 F (x, u,∇u) dx +∫
 Ω\Kε
 a(x) dx
 =∫Kε
 F (x, u,∇u)− a(x) dx +∫
 Ωa(x) dx.
 Since F − a ≥ 0 letting ε→ 0 the monotone convergence theorem gives
 L ≥∫
 ΩF (x, u,∇u)− a(x) dx +
 ∫Ω
 a(x) dx =∫
 ΩF (x, u,∇u) dx = I(u).
 The proof is complete. 2
 In order to prove existence of a minimizer we still need to prove coercivityof the functional. This will be done in the next theorem.
 Theorem 5.4. Let F : Ω×R×Rn → R satisfy standard assumptions definedabove. Suppose also that
 (5.8) F (x, u, ξ) ≥ C|ξ|p + a(x)
 for some C > 0, a ∈ L1(Ω) and 1 < p <∞. Finally let w ∈ W 1,p(Ω). Thenthere exists u ∈W 1,p
 w (Ω) such that
 I(u) = infu∈W 1,p
 w (Ω)I(u).
 Proof. Letm = inf
 u∈W 1,pw (Ω)
 I(u).
 If m = ∞, the result is obvious, so we may assume that m < ∞. Letuk ⊂W 1,p
 w (Ω) be a minimizing sequence, i.e.
 limk→∞
 I(uk) = m.
 The condition (5.8), called the coercivity condition implies boundedness ofuk in W 1,p(Ω). Indeed,
 I(uk) + ‖a‖L1(Ω) ≥ C
 ∫Ω|∇uk|p dx.
 Hencesupk‖∇uk‖Lp(Ω) <∞.
 23To prove (5.7) we need to observe that Duk − Du is bounded in L1. This is aconsequence of a general fact: if xn x in a normed space, then supn ‖x‖ < ∞. Thisresult follows from the Banach-Steinhaus theorem.
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 Since uk − w ∈W 1,p0 (Ω), The Poincare inequality (Lemma 1.12) yields
 ‖uk‖Lp(Ω) ≤ ‖uk − w‖Lp(Ω) + ‖w‖Lp(Ω) ≤ C‖∇(uk − w)‖Lp(Ω) + ‖w‖Lp(Ω)
 and the right hand side is bounded by a constant independent of k. Hence
 supk‖uk‖W 1,p(Ω) <∞.
 Reflexivity of W 1,p(Ω) implies existence of a subsequence ukj weakly con-
 vergent in W 1,p(Ω)ukj
 u in W 1,p(Ω).It follows from Mazur’s lemma (Lemma 1.9) that a sequence of convex com-binations of ukj
 (which belongs to W 1,pw (Ω)) converges to u in norm, so
 u ∈W 1,pw (Ω). Now, Theorem 5.3 implies
 I(u) ≤ lim infj→∞
 I(ukj) = inf
 u∈W 1,pw (Ω)
 I(u).
 The proof is complete. 2
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