


	
		×
		

	






    
        
            
                
                    
                
            

            
                
                    
                    
                        
                    
                

            

            
                                    Σύνδεση
                    Ας αρχίσουμε
                            

        

        

        
            	Travel
	Technology
	Sports
	Marketing
	Education
	Career
	Social Media


            + Εξερευνήστε όλες τις κατηγορίες
        


            






    

        
        
            Inverse Problems - Arizona State Universityrosie/classes/Nov30.pdfWinter 2011 Summary: Nov 16...

        


        




    
        
            
                

                
                
            

            
                
                1

24
                
            

            
                
                100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                
            

			
        

        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
        
            
                                    
    
        
        

        

        

        
        
            Inverse Problems Rosemary Renaut Winter 2011 
        

        
    






                            

        

    









        
            	
					Upload

					others
				
	
                    Category

                        Documents

                
	
                    view

                    4
                
	
                    download

                    0
                


        

        


        

        
        
            
                SHARE

                
                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    
                

            

            
                                    Download
                                Report this document
            

            

        


        
            Embed Size (px):

            344 x 292
429 x 357
514 x 422
599 x 487


        

        

        

        
                
            Transcript of Inverse Problems - Arizona State Universityrosie/classes/Nov30.pdfWinter 2011 Summary: Nov 16...

            Page 1
                        

Inverse Problems
 Rosemary Renaut
 Winter 2011

Page 2
                        

Summary: Nov 16
 1. Tikhonov Regularization2. Residual Properties3. Discrepancy Principle4. Residual Periodogram
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Weighting by the noise to apply techniques for non white dataχ2 property of the global residual - discrepancy and NCP
 Shifted solutions with prior informationAlternative Operators for Regularization
 Generalized Singular Value DecompositionBasic Iterative Techniques: LSQR
 Rosemary RenautNovember 30, 2011
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Weighting for the noise - results assumed white noise
 Suppose that η ∼ (0,Cb), i.e. Cb is symmetric positive definite covariance ofthe noise in η.
 Cb is SPD, there exists a factorization Cb = D2 and D is invertible. (C1/2b = D)
 To whiten the noise we multiply by D−1 in the equation Ax = b = b + η
 D−1(Ax− b) = D−1η = η, where η ∼ (0,D−1Cb(D−1)T ) = (0, Im)
 Hence rather than solving for an unweighted fidelity term we solve theweighted problem, W = C−1
 b
 x(λ) = arg minx{‖Ax− b‖2
 W + λ2‖x‖2}
 using the standard notation ‖A‖2W = AT WA.
 This may be immediately rewritten as before by defining A = W 1/2A andb = W 1/2b
 x(λ) = arg minx{‖Ax− b‖2 + λ2‖x‖2}
 Does the weighting change the solution we obtain?
 Use SVD for the matrix pair A instead of A, and apply all operations for theweighted fidelity term
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Statistical Properties of the Augmented Regularized Residual
 Consider weighted regularized residual r(λ)A, Wx is a SPD weighting on x
 x(Wx) = arg minx
 ∥∥∥∥∥(
 AW 1/2
 x
 )x−
 (b0n
 )∥∥∥∥∥2
 := arg minx‖r(λ)A‖2
 For a given solution x(Wx) we can calculate the cost functional
 J(Wx) = bT (AT W−1x A + W−1)−1b, x(Wx) = W−1
 x AT (AT W−1x A + W−1)−1b
 Using(AT BA + C)−1AT B = C−1AT (AC−1AT + B−1)−1
 with B = W−1x and C = W−1.
 Using the factorization W−1x = W−1/2
 x W−1/2x , and the SVD for A we can
 obtain
 J(Wx) = sT Ps, s = UT W 1/2b, P = ΣV T WxV ΣT + Im
 Distribution of the Cost Functional If W and Wx have been chosenappropriately functional J is a random variable which followsa χ2 distribution with m degrees of freedom:
 J(Wx) ∼ χ2(m)
 Appropriate weighting makes noise on b and on model x whiteOf course noise on x is unknown, but this determines a parameter choice rulefor Wx = λ2I using the augmented discrepancy.
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χ2 method to find the parameter (Mead and Renaut)
 Interval Find Wx = λ2I such that
 m −√
 2mzα/2 < bT (AT W−1x A + W−1)−1b < m +
 √2mzα/2.
 i.e. E(J(x(Wx))) = m and Var(J) = 2m.
 Posterior Covariance on x Having found Wx the posterior inverse covariancematrix is
 Wx = AT WA + Wx
 Root finding Find σ2x = λ−2 such that
 F (σx) = sT diag(1
 1 + σ2xσ
 2i
 )s−m = 0.
 Discrepancy Principle note the similarity
 F (σx) = sT diag(1
 (1 + σ2xσ
 2i )2
 )s−m = 0.
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Typical F : Two examples
 Newton’s method yields a unique solution (when one exists)F is monotonically decreasing but possible F > 0 as σ →∞which implies no regularization is needed.F < 0 for all σx implies that the degrees of freedom is wronglygiven, the noise on b was not correctly identified.
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NCP for r(λ)A
 The overall residual r(λ)A is also white noise like provided W is chosenappropriately.We can apply exactly the same NCP idea to this residual
 Figure: Deviation from Straightline with λ
 Figure: NCP for some differentλ
 In the comparison with the standard residual r is in black and r(λ)A inmagenta. Optimal λ for the augmented residual is smaller than for thediscrepancy, so the solution is smoothed less.
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Extending the Regularization: Reference Solution
 Background or reference solution may be known
 y(λ) = arg miny{‖Ay− d‖2 + λ2‖y− y0‖2}
 Solution (written as solution of the normal equations)
 y(λ) = (AT A + λ2I)−1(AT d + λ2y)
 = (AT A + λ2I)−1(AT (d− Ay0)) + y0
 Shifted problem with b = d− Ay0, Ay0 = d− b and y− x = y0.
 x(λ) = arg minx{‖Ax− b‖2 + λ2‖x‖2}
 Then y(λ) = x(λ) + y0.
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Extending the Regularization - Apply a different operator
 Imposing the regularization for the norm of x is not necessarily appropriate,dependent on what we anticipate for the solution
 Instead we consider the more general weighting ‖Lx‖2
 This leads to the general problem ( assuming also the weighting for the noise)
 x(λ) = arg minx{‖Ax− b‖2 + λ2‖Lx‖2}
 Suppose that L is invertible then we can solve for y = Lx noting for thenormal equations
 (AT A + LT L)x = AT b→ LT (AT AL−1 + In)Lx = LT AT b
 Typical L: L approximates the first or second order derivative
 L1 =
 −1 1. . .
 . . .−1 1
 L2 =
 1 −2 1. . .
 . . .. . .
 1 −2 1
 L1 ∈ R(n−1)×n and L2 ∈ R(n−2)×n. Note that neither L1 nor L2 are invertible.
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Boundary Conditions: Zero
 Operators L1 and L2 provide approximations to derivatives
 Dx (ui) ≈ ui+1 − ui Dxx (ui) ≈ ui+1 − 2ui + ui−1
 Boundary is at u1 and un.Suppose zero outside the domain u0 = un+1 = 0
 Dx (un) = un+1 − un = −un
 Dxx (u1) = u2 − 2u1 + u0 = u2 − 2u1
 Dxx (un) = un+1 − 2un + un−1 = −2un + un−1
 L01 =
 −1 1
 . . . . . .−1 1
 −1
 L02 =
 −2 11 −2 1
 . . . . . . . . .1 −2
 L0
 1,L02 ∈ Rn×n. Both L1, L2 are invertible.
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Boundary Conditions: Reflexive
 Suppose reflexive outside the domain u0 = u2, un+1 = un−1
 Dx (un) = un+1 − un = un−1 − un
 Dxx (u1) = u2 − 2u1 + u0 = 2u2 − 2u1
 Dxx (un) = un+1 − 2un + un−1 = −2un + 2un−1
 LR1 =
 −1 1
 . . . . . .−1 11 −1
 LR2 =
 −2 21 −2 1
 . . . . . . . . .2 −2
 LR
 1 , LR2 ∈ Rn×n. Neither L1, L2 invertible.
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Boundary Conditions: Periodic
 Suppose periodic outside the domain u0 = un, un+1 = u1
 Dx (un) = un+1 − un = u1 − un
 Dxx (u1) = u2 − 2u1 + u0 = un + 2u2 − u1
 Dxx (un) = un+1 − 2un + un−1 = u1 − 2un + un−1
 LP1 =
 −1 1 0
 . . . . . .−1 1
 1 −1
 LP2 =
 −2 1 11 −2 1
 . . . . . . . . .1 1 −2
 LP
 1 , LP2 ∈ Rn×n. Neither L1, L2 invertible.
 Both are circulant banded.
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Two Dimensional Problems With Derivative Regularization
 Image X : rows in x− direction and columns in y− direction.Let L be a derivative operator. Derivatives in the y direction areachieved by LX , and in the x− direction by (LX T )T = XLT .If x = vec(X ), LX = LX I = (I ⊗ L)x and XLT = IXLT = (L⊗ I)X .Regularization terms ‖(I ⊗ L)x‖2 and ‖(L⊗ I)x‖2
 Note, say for L a first derivative operator,
 ‖(I ⊗ L)x‖2 + ‖(L⊗ I)x‖2 =
 ∣∣∣∣∣∣∣∣( I ⊗ LL⊗ I
 )x∣∣∣∣∣∣∣∣2
 2
 is not equivalent to
 ‖((I ⊗ L) + (L⊗ I))x‖2
 which is appropriate when we need for example the secondorder Laplacian.
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Two Dimensions: Assume image is periodic apply TikhonovRegularization
 When A is the PSF matrix with periodic boundary conditions,and implementable using DFT matrices F = Fr ⊗ Fc , theregularized Tikhonov solution can be written as
 xλ,L = F ∗(|ΛA|2(|ΛA|2 + λ2∆)−1Λ−1A )Fb
 ∆ is the identityΛA is matrix of eigenvalues of A.|ΛA|2(|ΛA|2 + λ2∆)−1ΛA is diagonal and |ΛA|2(|ΛA|2 + λ2∆)−1 isthe filtering matrix.This corresponds to Wiener filtering.
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Two Dimensional Problems using the Fourier Transform
 Again suppose A implemented using F = Fr ⊗ Fc , thenderivatives are mapped to Fourier domain
 (I ⊗ L) → F ∗(I ⊗ ΛL)F (L⊗ I)→ F ∗(ΛL ⊗ I)F(I ⊗ LL⊗ I
 )=
 (F ∗ 00 F ∗
 )(I ⊗ ΛLΛL ⊗ I
 )F
 and thus regularization terms can all be expressed using thefactorization, yielding
 xλ,L = F ∗(|ΛA|2|(ΛA|2 + λ2∆)−1Λ−1A )Fb
 where now ∆ depends on the regularizer.
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An Observation on shifting and smoothing
 Find y(λ) = arg miny{‖Ay− d‖2} s.t. ‖L(y− y0)‖2 is minimum.
 TSVD solution: Let V = [V1,V2] = [v1, . . . , vk , vk+1, . . . , vn], i.e. columns ofV1, V2 span the effective range, null space, of A.
 Consider the solution y = yk + y =∑k
 i=1(uT
 i d)σi
 vi + V2c
 We want y such that ‖L(y− y0)‖ is minimum. Equivalently (A† = (AT A)−1AT )
 ‖L(y− y0)‖ = ‖L(yk − y0) + Ly‖ is minimum for c = −(LV2)†L(yk − y0).
 Thus the truncated solution is
 y = yk − V2(LV2)†L(yk − y0) = (I − V2(LV2)†L)yk + V2(LV2)†Ly0
 Solution of the shifted system is x = (I − V2(LV2)†L)xk
 We can do some algebra to show
 y− x = y0 + (V2(LV2)†L− In)n∑
 i=k+1
 (vTi y0)vi 6= y0, L 6= I
 Note that L = I has y = x.
 It is important to be careful when shifting in the regularization.
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The Generalized Singular Value Decomposition
 Introduce generalization of the SVD to obtain a expansion for
 x(λ) = arg minx{‖Ax− b‖2 + λ2‖L(x− x0)‖2}
 Lemma (GSVD)Assume invertibility and m ≥ n ≥ p. There exist unitary matrices U ∈ Rm×m,V ∈ Rp×p, and a nonsingular matrix X ∈ Rn×n such that
 A = U[
 Υ0(m−n)×n
 ]X T , L = V [M, 0p×(n−p)]X
 T ,
 Υ = diag(υ1, . . . , υp, 1, . . . , 1) ∈ Rn×n, M = diag(µ1, . . . , µp) ∈ Rp×p,
 with
 0 ≤ υ1 ≤ · · · ≤ υp ≤ 1, 1 ≥ µ1 ≥ · · · ≥ µp > 0, υ2i + µ2
 i = 1, i = 1, . . . p.
 Use Υ and M to denote the rectangular matrices containing Υ and M.
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Solution of the Generalized Problem using the GSVD
 As for the SVD we need the expression for the regularization matrix
 R(λ) = (AT A + λ2LT L)−1AT = (X T )−1(ΥT Υ + λ2MT M)−1ΥT UT
 Notice
 (ΥT Υ + λ2MT M)−1ΥT = diag(diag(νi
 ν2i + λ2µ2
 i), 1, . . . , 1)
 Thus
 x(λ) =
 p∑i=1
 νi
 ν2i + λ2µ2
 i(uT
 i b)xi +n∑
 i=p+1
 (uTi b)xi
 where xi is the i th column of (X T )−1 With ρi = νi/µi we have
 x(λ) =
 p∑i=1
 ρ2i
 νi (ρ2i + λ2)
 (uTi b)xi +
 n∑i=p+1
 (uTi b)xi
 =
 p∑i=1
 γiuT
 i bνi
 xi +n∑
 i=p+1
 (uTi b)xi , γi =
 ρ2i
 ρ2i + λ2
 , i = 1, . . . , p.
 Notice the similarity with the filtered SVD solution
 x(λ) =r∑
 i=1
 γiuT
 i bσi
 vi , γi =σ2
 i
 σ2i + λ2
 .
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Finding the optimal regularization parameter using the χ2 test
 For the generalized Tikhonov regularization the degrees offreedom for the cost functional are m − n + p, L of size p × n.Basic Newton iteration to solve F (σ) = 0,y(σ(k)) is the current solution for which
 x(σ(k)) = y(σ(k)) + x0
 Use the derivative
 J ′(σ) = − 2σ3 ‖Lx(σ)‖2 < 0. (1)
 and line search parameter α(k) to give
 σ(k+1) = σ(k)(1+α(k)12
 (σ(k)
 ‖Lx(σ(k))‖)2(J(σ(k))−(m−n+p))). (2)
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More on the Generalized Tikhonov Solutions
 I The parameter estimation techniques extend for thesolutions using the GSVD.
 I As with the χ2 method, other regularization techniques canbe extended without the GSVD
 I Observation on the shifted solution: for the result with theχ2 we require that E(x) = x0. i.e we know the expectedaverage solution. When this is not available we can modifythe approach for a non central χ2 distribution.
 I For missing data Hansen notes that solution in the 2−norm leads to solutions which have x = 0 if there aremissing data but replacing operator by L the first or secondderivative operator fills in a solution which moreappropriately fills in a realistic solution.
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Practical Solution Techniques
 For practical problems, i.e. of reasonable size, we do not useSVD or GSVD. Rather we use iterative methods - LSQRTypically use iterative Krylov method with preconditioningGoal to utilize forward operations for A and AT
 We will not discuss regularizing properties of LSQR but give thealgorithm for completeness
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LSQR Algorithm (Paige and Saunders - Golub-Kahan bidiagonalization)
 I Initial vectors g0 ≡ 0, h1 ≡ b/β1. where β1 ≡ ‖b‖ 6= 0.I Orthonormal vectors gi ,hi , i = 1, 2, . . . are columns of matrices
 Hj ≡ [ h1 , . . . , hj ] ∈ Rm×j , Gj ≡ [ g1 , . . . , gj ] ∈ Rn×j .I Recurrences can be written in the matrix notation
 AT Hj = Gj BTj , A Gj = [ Hj , hj+1 ] Bj+. (3)
 Bj ≡
 α1
 β2 α2
 . . .. . .βj αj
 , Bj+ ≡[
 Bj
 βj+1eTj
 ], Bj+ ∈ R(j+1)×j .
 I The j steps of the bidiagonalization yield a subproblem
 Bj+ yj ≈ e1 β1 and xj (σ) ≡ Gjyj (σ).
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Regularizing the subproblem
 I With regularization when D = I, yj(σ) solves regularizedproblem
 ‖Bj+yj − e1 β1‖2 + 1/σ2‖yj‖2
 I Note that ‖xj(σ)‖22 = ‖Gjyj(σ)‖2 = ‖yj(σ)‖22.I The regularized problem is of size j + 1× j . j � mI Standard Methods can be applied to find σ efficiently.I Nagy uses a weighted GCV - with a fudge factorI χ2 principle can be extended and applied to the
 subproblem.I Noise revealing properties can be utilized.
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