


	
		×
		

	






    
        
            
                
                    
                
            

            
                
                    
                    
                        
                    
                

            

            
                                    Σύνδεση
                    Ας αρχίσουμε
                            

        

        

        
            	Travel
	Technology
	Sports
	Marketing
	Education
	Career
	Social Media


            + Εξερευνήστε όλες τις κατηγορίες
        


            






    

        
        
            Diﬀerential Forms - Department of Mathematicsrobbin/751dir/deRham.pdf · Diﬀerential Forms JWR...

        


        




    
        
            
                

                
                
            

            
                
                1

37
                
            

            
                
                100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                
            

			
        

        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
        
            
                                    
    
        
        

        

        

        
        
            Diﬀerential Forms JWR May 2, 2005 1 Algebra 1.1. For (real) vector spaces V and W denote by L(V,W ) the vector space of linear maps from V to W and by L k (V,W ) the space of k-multilinear maps from V k to W : L 0 (V,W ) := W, L k+1 (V,W ) := L(V,L k (V,W )). Denote by Λ k (V ) ⊂ L k (V, R) the subspace of alternating (also called skew symmetric) multilinear maps. This means that for ω ∈ L k (V, R) we have ω ∈ Λ k (V ) ⇐⇒ ω(v σ(1) ,...,v σ(k) ) = sgn(σ)ω(v 1 ,...,v k ) for all v 1 ,v 2 ,...,v k ∈ V and all permutations σ of {1, 2,...,k}. In particular, Λ 0 (V )= R and Λ 1 (V )= L 1 (V, R)= L(V, R)= V * the dual vector space of V . A linear map A ∈ L(V,W ) induces a linear map A * :Λ k (W ) → Λ k (V ) via A * η(v 1 ,v 2 ,...,v k )= η(Av 1 , Av 2 ,...,Av k ) for η ∈ Λ k (W ) and v 1 ,v 2 ,...,v k ∈ V . 1.2. The wedge product is the bilinear operation Λ k1 (V ) × Λ k2 (V ) → Λ k1+k2 (V ):(ω 1 ,ω 2 ) 7→ ω 1 ∧ ω 2 deﬁned by ω 1 ∧ω 2 (v 1 ,...,v k 1 +k 2 )= X σ sgn(σ)ω 1 (v σ(1) ,...v σ(k 1 ) )ω 2 (v σ(k 1 +1) ,...v σ(k 1 +k 2 ) ) where the sum is over all (k 1 ,k 2 )-shuﬄes. (A (k 1 ,k 2 )-shuﬄe is a permutation σ of {1,...,k 1 +k 2 } such that σ(1) < ··· <σ(k 1 ) and σ(k 1 +1) < ··· <σ(k 1 +k 2 ).) 1.3. The interior product is the bilinear operation V × Λ k (V ) → Λ k-1 (V ):(v,ω) 7→ ι(v)ω deﬁned by ι(v)ω(v 1 ,...,v k-1 )= ω(v,v 1 ,...,v k-1 ). We deﬁne ι(v)ω = 0 when k = 0. 1 
        

        
    






                            

        

    









        
            	
					Upload

					others
				
	
                    Category

                        Documents

                
	
                    view

                    3
                
	
                    download

                    0
                


        

        


        

        
        
            
                SHARE

                
                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    
                

            

            
                                    Download
                                Report this document
            

            

        


        
            Embed Size (px):

            344 x 292
429 x 357
514 x 422
599 x 487


        

        

        

        
                
            Transcript of Diﬀerential Forms - Department of Mathematicsrobbin/751dir/deRham.pdf · Diﬀerential Forms JWR...

            Page 1
                        

Differential Forms
 JWR
 May 2, 2005
 1 Algebra
 1.1. For (real) vector spaces V and W denote by L(V, W ) the vector space oflinear maps from V to W and by Lk(V, W ) the space of k-multilinear mapsfrom V k to W :
 L0(V, W ) := W, Lk+1(V, W ) := L(V, Lk(V,W )).
 Denote by Λk(V ) ⊂ Lk(V,R) the subspace of alternating (also called skewsymmetric) multilinear maps. This means that for ω ∈ Lk(V,R) we have
 ω ∈ Λk(V ) ⇐⇒ ω(vσ(1), . . . , vσ(k)) = sgn(σ)ω(v1, . . . , vk)
 for all v1, v2, . . . , vk ∈ V and all permutations σ of 1, 2, . . . , k. In particular,Λ0(V ) = R and Λ1(V ) = L1(V,R) = L(V,R) = V ∗ the dual vector space of V .A linear map A ∈ L(V, W ) induces a linear map A∗ : Λk(W ) → Λk(V ) via
 A∗η(v1, v2, . . . , vk) = η(Av1, Av2, . . . , Avk)
 for η ∈ Λk(W ) and v1, v2, . . . , vk ∈ V .
 1.2. The wedge product is the bilinear operation
 Λk1(V )× Λk2(V ) → Λk1+k2(V ) : (ω1, ω2) 7→ ω1 ∧ ω2
 defined by
 ω1∧ω2(v1, . . . , vk1+k2) =∑
 σ
 sgn(σ)ω1(vσ(1), . . . vσ(k1))ω2(vσ(k1+1), . . . vσ(k1+k2))
 where the sum is over all (k1, k2)-shuffles. (A (k1, k2)-shuffle is a permutation σof 1, . . . , k1+k2 such that σ(1) < · · · < σ(k1) and σ(k1+1) < · · · < σ(k1+k2).)
 1.3. The interior product is the bilinear operation
 V × Λk(V ) → Λk−1(V ) : (v, ω) 7→ ι(v)ω
 defined byι(v)ω(v1, . . . , vk−1) = ω(v, v1, . . . , vk−1).
 We define ι(v)ω = 0 when k = 0.
 1
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Theorem 1.4. The wedge product is associative and skew commutative, theinterior product is a skew derivation, and (Λ∗(V ), ι(v)) is a chain complex, i.e.
 (ω1 ∧ ω2) ∧ ω3 = ω1 ∧ (ω2 ∧ ω3)ω2 ∧ ω1 = (−1)k1k2ω1 ∧ ω2
 ι(v)(ω1 ∧ ω2
 )=
 (ι(v)ω1
 ) ∧ ω2 + (−1)k1(ω1 ∧ (ι(v)ω2
 )
 ι(v)2 = 0
 for ω1 ∈ Λk1(V ), ω2 ∈ Λk2(V ), ω3 ∈ Λk3(V ), and v ∈ V .
 2 Calculus on Rn
 2.1. Let f : X → V be a smooth function mapping an open set X ⊂ Rm to avector space V . We use the following notation for derivatives:
 Df(x)v :=d
 dtf(c(t))
 ∣∣∣∣t=0
 where c : R → X is any curve satisfying c(0) = x ∈ X and c(0) = v ∈ Rm.(By the chain rule the result is independent of the choice of c satisfying thesetwo conditions and is linear in v.) Then Df : X → L(Rm, V ) so we may defineinductively
 Dk+1f := D(Dkf) : X → L(Rm, Lk(Rm, V )) = Lk+1(Rm, V ).
 The kth derivative is symmetric, i.e.
 Dkf(x)v1v2 . . . vk = Dkf(x)vσ(1)vσ(2) . . . vσ(k)
 for any permutation σ of 1, 2, . . . , k.2.2. For an open subset X ⊂ Rm denote by
 X (X) := C∞(X,Rm)
 the space of smooth vector fields v : X → Rm, and by
 Ωk(X) := C∞(X, Λk(Rm))
 the space of smooth differential k-forms ω : X → Λk(Rm)) on X. A smooth mapf : X → Y from X ⊂ Rm to Y ⊂ Rn determines a map f∗ : Ωk(Y ) → Ωk(X)via
 (f∗η)(x)(v1, . . . , vp) := η(f(x))(Df(x)v1, . . . , Df(x)vp).
 Define the operations
 Ωk1(X)× Ωk2(X) → Ωk1+k2(X) : (ω1, ω2) 7→ ω1 ∧ ω2
 2
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andX (X)× Ωp(V ) → Ωp−1(X) : (v, ω) 7→ ι(v)ω
 pointwise, i.e.(ω1 ∧ ω2)(x) = ω1(x) ∧ ω2(x)
 and(ι(v)ω(x)) = ι(v(x))ω(x)
 for x ∈ X.
 Theorem 2.3. Let X ⊂ Rm be open. There is a unique operation
 d : Ω∗(X) → Ω∗+1(X)
 called the exterior derivative satisfying the following axioms.
 (1) The exterior derivative dh ∈ Ω1(X) of a 0-form h ∈ Ω0(X) is the ordinaryderivative, i.e.
 dh = Dh.
 Note that Ω0(X) = C∞(X,R) and Ω1(X) = C∞(X,Rm∗).
 (2) The exterior derivative is an antiderivation, i.e.
 d(ω1 ∧ ω2) = (dω1) ∧ ω2 + (−1)k1ω1 ∧ (dω2).
 for ω1 ∈ Ωk1(X) and ω2 ∈ Ωk2(X).
 (3) The pair (Ω∗(X), d) is a cochain complex, i.e.
 d2 = 0.
 Theorem 2.4. The exterior derivative is given by the formula
 dω(x)v0v1 . . . vk =k∑
 j=0
 (−1)i(Dω(x)vi)v0, . . . vi . . . vk
 where the hat indicates that the term under it does not appear, i.e. . . . vi . . .means . . . vi−1vi+1 . . ..
 Theorem 2.5. Let X ⊂ Rm and Y ⊂ Rn be open and f : X → Y be a smoothmap. Then the induced map f∗ : Ωk(Y ) → Ωk(X) commutes with the exteriorderivative:
 f∗ dω = d f∗ω
 for ω ∈ Ωk(Y ).
 3
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2.6. It is easy to calculate with differential forms. First note that the coordinatefunctions
 Rm → R : (x1, x2, . . . , xm) 7→ xi
 restrict to elements Ω0(X) whenever X ⊂ Rm is open. Then note that thek-fold wedge products
 d xI := dxi1 ∧ dxi2 ∧ · · · ∧ dxik
 where I = (i1, i2, . . . , ik) and 1 ≤ i1 < i2 < · · · < ik ≤ m give a basis forΛk(Rm). Hence any k-form ω ∈ Ωk(X) has the form
 ω =∑
 I
 aI(x) dxI .
 By the axioms for the exterior derivative we have
 dω =m∑
 k=1
 ∑
 I
 ∂aI
 ∂xkdxk ∧ dxI .
 Any term on the right where k ∈ I vanishes and the wedge products can besorted at the expense of changing a few signs. If f : X → Y and
 η =∑
 I
 bJ(y) dyJ
 is a k-form on Y ⊂ Rn then
 f∗η =∑
 J
 bI(f(x)) dfj1 ∧ dfj2 ∧ · · · ∧ dfjk
 where the sum is over all J = (j1, j2, . . . , jk) with 1 ≤ j1 < j2 < · · · < jk ≤ n.
 Exercise 2.7. Show that if m = n then
 f∗(dy1 ∧ dy2 ∧ · · · ∧ dyn) = det(DF (x))(dx1 ∧ dx2 ∧ · · · ∧ dxn).
 Exercise 2.8. Let f : (0,∞)×(0, 2π)×(0, π) → R3 be the spherical coordinatesmap f(ρ, θ, φ) = (x, y, z) where
 x = ρ cos φ cos θ, x = ρ cosφ sin θ, z = ρ sinφ.
 Compute f∗(dx ∧ dy ∧ dz) and f∗(x dy ∧ dz + y dz ∧ dx + z dx ∧ dy).
 Exercise 2.9. Let h be a function defined (on an open subset of) R3 andv = (v1, v2, v3) be a vector field on R3. Define the gradient vector field ∇h,the curl ∇× v, and the divergence ∇ · v as in vector calculus and let
 ω = v1 dy ∧ dz + v2 dz ∧ dx + v3 dx ∧ dy, λ = v1 dx + v2 dy + v3 dz.
 Compare the components of the 1-form dh and the gradient vector field ∇h, ofthe 2-form dλ and the curl ∇×v, and of the 3-form dω and the divergence ∇·v.What is ι(v)(dx ∧ dy ∧ dz)? What is ι(v)λ? What is ι(v)ω?
 4
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Theorem 2.10. The operation which assigns to each vector field v ∈ X (X) thelinear operator `(v) : Ωp(X) → Ωp(X) defined by
 `(v)ω =d
 dtφ∗t ω
 ∣∣∣∣t=0
 , φ0 = id,d
 dtφt
 ∣∣∣∣t=0
 = v
 is well defined, i.e. independent of the choice of the smooth family of mapsφt : X → Xt∈R satisfying the two conditions on the right. The operator `(v)is called the Lie derivative in the direction v.
 Remark 2.11. The proof shows that φt(x) need not be defined on all of R×X.Hence taking
 φt(x) = x + tv(x)
 gives the correct answer. (For each x ∈ X point x + tv(x) lies in X for tsufficiently small.)
 Theorem 2.12 (Cartan’s infinitesimal homotopy formula). The Liederivative `(v), the exterior derivative d, and interior multiplication ι(v) arerelated by the formula
 `(v) = ι(v)d + dι(v).
 Proof. Since d raises degree by one and ι(v) lowers degree by one so both sidespreserve degree. The exterior derivative and interior product are skew deriva-tions so their anti commutator (the right hand side of the formula to be proved)is a derivation. The Lie derivative is a derivation as in the proof of the productrule from calculus. Both side commute with d: the left hand side because φ∗tdoes and the right hand side because d2 = 0. Both sides agree on 0-forms.Hence both sides agree on exact one forms dh. Hence both sides agree on formsof form h0 dh1∧· · ·∧dhp. Any form is a finite sum of such forms so the formulaholds in general.
 Exercise 2.13. Let
 O3 := Φ ∈ GL3(R) : Φ∗ = Φ−1denote the group of all linear transformations Φ : R3 → R3 which preservedistance and
 SO3 := Φ ∈ SO3 : det(Φ) = 1denote the subgroup of those transformations which preserve orientation as well.Define ω ∈ Ω2(R3) by
 ω = x dy ∧ dz + y dz ∧ dx + z dx ∧ dy
 where x, y, z are the usual coordinates on R3. Let ρ :=√
 x2 + y2 + z2 be thedistance from the origin and let η ∈ Ω2(R3 \ 0) be a two form defined in thecomplement of the origin. Show that
 (i) Φ∗ω = ω for all Φ ∈ SO3.
 (ii) If Φ∗η = η for all Φ ∈ SO3, then η = f(ρ)ω for some smooth f : (0,∞) → R.
 (iii) If Φ∗η = η for all Φ ∈ SO3 and dη = 0, then η = cρ−3ω for some c ∈ R.
 5
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3 Calculus on Manifolds
 3.1. For a smooth manifold M we denote its tangent bundle by
 TM :=⊔
 p∈M
 TpM
 and byΛk(TM) :=
 ⊔
 p∈M
 Λk(TpM)
 the vector bundle whose fiber at a point p ∈ M is the vector space Λk(TpM)of alternating k-multilinear maps on the tangent space at p. For any smoothvector bundle
 E =⊔
 p∈M
 Ep
 over M we denote by
 Γ(E) := s ∈ C∞(M,E) : s(p) ∈ Ep, ∀p ∈ Mthe vector space of smooth sections of E. The elements of
 X (M) := Γ(TM)
 are called smooth vector fields on M and the elements of
 Ωk(M) := Γ(Λk(TM))
 are called differential forms on M . A smooth map f : M → N induces alinear map f∗ : Ωk(N) → Ωk(M) called the pull back operator via
 (f∗η)(p) := Df(p)∗η(f(p))
 where Tpf : TpM → Tf(p)N is the tangent map:
 (Tpf)p :=d
 dtf(c(t))
 ∣∣∣∣t=0
 whenever c : R → M satisfies c(0) = p and c(0) = p ∈ TpM . When f is adiffeomorphism we define the push forward operators f∗ : Ωk(M) → Ωk(N)and f∗ : X (M) → X (N) via
 f∗ω = (f−1)∗ω, (f∗v)(q) = (Tf) v f−1
 for ω ∈ Ωk(M), v ∈ X (M) and Tf : TM → TN is defined by Tf |TpM := Tpf .
 Remark 3.2. The operation f 7→ Tf is functorial: T (f g) = Tf Tg. IfX ⊂ Rm is open then then TX = X × Rm, and if f : X → Y is a smooth mapbetween open subsets of X ⊂ Rm and Y ⊂ Rn, then
 Tf(x, x) = (f(x), Df(x)x).
 6
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3.3. A chart on a manifold M is a diffeomorphism φ : U → X where U ⊂ Mand X ⊂ Rm are open. When ψ : V → Y is another chart the diffeomorphism
 ψ φ−1 : φ(U ∩ V ) → ψ(U ∩ V )
 is called the transition map. A chart might also be called a local coor-dinate system and the transition map might be called the change of co-ordinates map. Each chart φ gives rise to a local trivializations of the tan-gent bundle TU ⊂ TM and thus a vector field v ∈ X (M) determines a vec-tor field φ∗(v|U) ∈ X (X) = C∞(X,Rm) called the local representative.Similarly a differential form ω ∈ Λk(TM) determines a local representativeφ∗ω|U ∈ Ωk(X) = C∞(X, Λk(Rm)). The operations of wedge product, interiorproduct, and exterior derivative all commute with the operators induced by thetransition maps and hence determine operations
 Ωk1(M)× Ωk2(M) → Ωk1+k2 : (ω, ω2) 7→ ω1 ∧ ω2,
 X (M)× Ωk(M) → Ωk−1(M) : (v, ω) 7→ ι(v)ω,
 Ωk(M) → Ωk+1(M) : ω 7→ dω,
 X (M)× Ωk(M) → Ωk−1(M) : (v, ω) 7→ `(v)ω,
 which are independent of the choice of coordinates used to define them.
 4 Integration
 4.1. Let M be a connected smooth manifold of dimension m. Then the bun-dle Λm(TM) → M has a one dimensional fiber. The manifold M is said toorientable iff this bundle is trivial, i.e. iff there is a nowhere zero differen-tial m-form on M . Such a form is called a volume form on M . Any othervolume form is obtained by multiplication by a nowhere zero function. If thisfunction is positive, the two volume forms are said to determine the same ori-entation, otherwise they determine opposite orientations. Thus an orientablemanifold has two orientations; an oriented manifold is an orientable manifoldequipped with one of its two orientations. A chart φ : U → X on an orientedmanifold is said to be positively oriented iff the push forward of some (andhence any) volume form determining the orientation is a positive multiple ofdx1 ∧ . . . dxm where x1, . . . , xm are the standard coordinates on Rm. A framev1, v2, . . . , vm ∈ TpM is said to be positively oriented iff the value on some(and hence any) volume form in the orientation is positive. (A frame for avector space is an ordered basis.)
 4.2. Let W be a subset of a smooth manifold M . Call W domain withsmooth corners iff for every point p ∈ W there is a chart φ : U → X on Msuch that φ(U ∩W ) is a relatively open subset of X ∩ [0,∞)m.
 7
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4.3. The support of a real valued function (or more generally of any section of avector bundle) is the closure of the set where it is not zero. A partition of unityis a collection of non-negative functions θii∈I with locally finite supports(meaning that every point has a neighborhood U such that U ∩ supp(θi) = ∅ forall but at most finitely many i) such that
 ∑i∈I θi = 1. (As every point has a
 neighborhood U such that all but finitely many of the θi vanish identically, themeaning of the sum is clear even when the index set I is infinite.) A partitionof unity θii∈I is said to be subordinate to an open cover Uii∈I iff
 supp(θi) ⊂ Ui
 for all i ∈ I. Denote by
 Ωkc (M) := ω ∈ Ωk(M) : supp(ω) is compact
 the space of forms of compact support.
 Theorem 4.4. Every open cover of a smooth manifold1 admits a subordinatepartition of unity.
 Corollary 4.5. Let ω ∈ Ωkc (M) and φi : Ui → Xii∈I be a cover of supp(ω)
 by charts. Then ω may be written as a finite sum
 ω =∑
 i
 φ∗i ωi
 where ωi ∈ Ωkc (Xi).
 Definition 4.6. Let M be oriented, W ⊂ M be a domain with smooth corners,and let µ ∈ Ωm
 c (M) have compact support. Then the integral of µ over W isdefined by ∫
 W
 µ :=∑
 i∈I
 ∫
 φi(Ui∩W )
 µi
 where φi : Ui → Xii∈I is a cover of W by positively oriented charts as in 4.2and µ =
 ∑i φ∗i µi and µi ∈ Ωm
 c (Xi) as in Corollary 4.5. (The integration on theright is the Riemann integral.)
 Lemma 4.7. This definition is independent of the cover by positively orientedcharts and the decomposition µ =
 ∑i φ∗i µi used to define it.
 Remark 4.8. The distinction between the integral of a differential form andthe Riemann integral is that the former is an “oriented” integral. For the formerinterchanging the order of integration reverses the sign of the integrand whereas
 1 Recall that a smooth manifold is assumed Hausdorff and second countable unless thecontrary is explicitly stated.
 8
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for the latter the answer is unchanged. Thus if h has compact support∫
 R2h(x, y) dx ∧ dy =
 ∫ ∞
 y=−∞
 (∫ ∞
 x=−∞h(x, y) dx
 )dy
 =∫ ∞
 x=−∞
 (∫ ∞
 y=−∞h(x, y) dy
 )dx
 = −∫
 R2h(x, y) dy ∧ dx.
 Example 4.9. Let M = x ∈ Rm+1 :∑
 i xi = 1 and W = ∆m = M∩[0, 1]m+1
 be the standard m-simplex. Cover W by m + 1 charts φi : Ui → Xi whereφi(x) = (x0, . . . , xi, . . . xm) discards the ith barycentric coordinate xi, Ui is theset of x ∈ M with xi > 0, and Xi ⊂ Rm is the set of x ∈ Rm whose coordinatessum to a number less than 1. Then φi(Ui ∩W ) = Xi ∩ [0,∞)m which provesthat the standard m-simplex is a domain with smooth corners. We equip Mwith the orientation determined by the form dx1 ∧ . . . ∧ dxm on M so that φ0
 is a positively oriented chart. As∑m
 i=0 dxi = 0 on M it follows that
 dx1 ∧ . . . ∧ dxm = (−1)idx0 ∧ . . . dxi . . . ∧ dxm
 on M so that φi is a positively oriented chart for i even and a negatively orientedchart for i odd.
 4.10. Call W domain with smooth boundary iff for every point p ∈ Wthere is a chart φ : U → X on M such that φ(U ∩W ) is a relatively open subsetof X ∩ ([0,∞)×Rm−1). The boundary of such W is defined by the conditionthat
 ∂W = φ−1(X ∩ (0× Rm−1)
 )
 for every such chart. (Note: if p ∈ φ−1(X ∩ (0 × Rm−1)
 )for one such chart,
 then p ∈ φ−1(X ∩ (0 × Rm−1)
 )for every such chart with p ∈ U .) Thus ∂W is
 a submanifold of M of dimension m− 1. This boundary inherits an orientationfrom an orientation of M as follows. For p ∈ ∂W call a vector v ∈ TpM outwardpointing iff TpM = Rv⊕Tp∂W and v = c(0) where c : R→ M is a smooth curvesatisfying c(0) = p and c(t) ∈ W for t ≤ 0. Then a frame v1, . . . , vm−1 ∈ TpWis positively oriented iff v, v1, . . . , vm−1 for some (and hence every) outwardpointing vector v. A domain with smooth boundary is in particular a domainwith smooth corners so the integral of a differential form over it is defined asin 4.6.
 Theorem 4.11 (Stokes’ Theorem). Let W be a domain with smooth bound-ary in an oriented manifold M of dimension m and let ω ∈ Ωm−1
 c (M). Then∫
 W
 dω =∫
 ∂W
 ω.
 Proof. It is enough to prove this in the special case M = Rm, W = 0× Rm−1,and ω = h(x) dx1 ∧ · · · dxk · · · ∧ dxm so dω = (−1)k−1(∂h/∂xk) dx1 ∧ . . .∧ dxm.
 9
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In this special case, the vector v = (−1, 0, . . . , 0) is outward pointing along theboundary. In case k > 1 the left side of Stokes’ Theorem vanishes by Fubini’sTheorem and the Fundamental Theorem of Calculus and the right side vanishesbecause dx1 = 0 on the boundary x1 = 0. In case k = 1 we have
 ∫
 W
 dω =∫
 Rm−1
 (∫ ∞
 0
 ∂h
 ∂x1dx1
 )dx2 . . . dxm
 by Fubini’s Theorem so by the Fundamental Theorem of Calculus we have∫
 W
 dω = −∫
 Rm−1h(0, x2, . . . , xm) dx2 . . . dxm
 But∫
 Rm−1h(0, x2, . . . , xm) dx2 . . . dxm = −
 ∫
 ∂W
 h dx2 ∧ . . . ∧ dxm =∫
 ∂W
 ω
 as dx2 ∧ . . . ∧ dxm determines the opposite orientation of ∂W .
 4.12. A smooth singular n-simplex in a manifold M is a smooth map σ :∆n → M ; a smooth singular n-chain in M is an element of the real vectorspace generated by the smooth singular n-simplices, i.e. a finite formal sum
 c =n∑
 i=1
 ciσi
 where ci ∈ R and σi : ∆n → M is smooth. Denote by Sn(M) the vector spaceof all smooth singular n-chains in M and define a boundary operator
 ∂ : Sn(M) → Sn−1(M)
 by
 ∂σ =n∑
 k=0
 (−1)kσ ιk
 where ιk : ∆n−1 → ∆n is the kth face
 ιn(y1, . . . , yn) = (y1, . . . , yk−1, 0, yk+1, . . . , yn).
 The standard n-simplex ∆n has a standard orientation as explained in Ex-ample 4.9 so we may define the integral of a differential form ω ∈ Ωn(M) overthe smooth singular n-chain c by
 ∫
 c
 ω :=n∑
 i=1
 ci
 ∫
 ∆n
 σ∗i ω.
 Theorem 4.13 (Stokes’ Theorem for Chains). For ω ∈ Ωn−1(M) andc ∈ Sn(M) we have ∫
 c
 dω =∫
 ∂c
 ω.
 10
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Proof. The proof is somewhat trickier than the proof in [4] as we are usingsimplicial chains rather than cubical chains. By linearity it is enough to treatthe special case c = σ and as σ∗d = dσ∗ we may replace ω by σ∗ω and assumethat σ is the identity. Thus we must prove
 ∫
 ∆n
 dω =n∑
 k=0
 (−1)k
 ∫
 ∆n−1ι∗kω.
 Denote by V the common tangent space to ∆n at each of its points and byW the common tangent space to ∆n−1. Thus a vector v ∈ Rn+1 lies in V iffits coordinates sum to zero. Note that ιk : W → V . Orient the jth face asusual, i.e. a frame (ε1, . . . , εn−1) for ιk(W ) is positively oriented iff the frame(νk, ε1, . . . , εn−1) is positively oriented in V where νk points out of ∆n alongthe kth face.
 Claim. The face map ιk : ∆n−1 → ∆n preserves orientation if k is even andreverses orientation if k is odd. To see this introduce the forms
 λk = dx1 ∧ . . . dxk . . . ∧ dxn
 for k = 1, . . . , n and let λ0 = λ1. Then ι∗kλk = dy2∧. . .∧dyn where y1, . . . , yn arethe barycentric coordinates on ∆n−1 The form dxk is negative on an outwardpointing vector on the kth face (i.e. where xk = 0) and
 dx1 ∧ · · · ∧ dxn = (−1)k−1dxk ∧ λk.
 (For k = 0 this is because dx0 + · · ·+ dxn = 0.) It follows that λk induces theorientation on the kth face if and only if k is even. This proves the claim.
 To complete the proof write ω =∑n
 j=0 ωj where ωj is supported in the setxj > 0 and choose coordinates taking values in [0,∞)n by discarding xj (seeDefinition 4.6). Then argue as in Theorem 4.11 for each ωj . In these coordinatesthe outward pointing normal on the kth face is the negative of the kth standardbasis vector in Rn so the integral over this face appears with the correct sign bythe claim.
 Remark 4.14. It is not hard to prove a version of Stokes’ Theorem for domainswith smooth corners but this would require defining manifolds with corners notjust domains with corners. A careful exposition would be a little unpleasant.Note for example, that it would be reasonable to view a convex polyhedronin R3 as a manifold with corners, but a convex polyhedron in R3 could havemore than three faces intersecting at a vertex and would hence not be locallydiffeomorphic to [0,∞)3.
 5 De Rham cohomology
 5.1. Recall that chain complex is a sequence C∗ of Abelian groups and grouphomomorphisms ∂ : Ck → Ck−1 called boundary operators such that ∂2 = 0.
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A real chain complex is defined the same way except that we read real vectorspace for Abelian group and real linear map for homomorphism. The notions ofchain map, chain homotopy, chain equivalence, are similarly defined forreal chain complexes. The homology
 Hk(C) :=kernel
 (∂ : Ck → Ck−1
 )
 image(∂ : Ck+1 → Ck
 ) .
 is now a real vector space. In the sequel we only consider real chain complexesso we drop the modifier real. We only consider complexes where Ck = 0 fork < 0.
 5.2. A cochain complex is defined in the same way as a chain complex exceptthat the boundary operator increases the index. It is customary use superscriptsfor cochain complexes. The cohomology of a cochain complex (C∗, δ) is thequotient space
 Hk(C) :=kernel
 (δ : Ck → Ck+1
 )
 image(δ : Ck−1 → Ck
 ) .
 The theory of cochain complexes is exactly the same as the theory of chaincomplexes, only the indexing is different. It is customary to call elements of achain complex C∗, ∂) chains, elements in the kernel of ∂ cycles and elementsin the image of ∂ boundaries. For cochain complexes we usually speak ofcochains, cocycles, and coboundaries.
 5.3. Every chain complex (C∗, ∂) determines a cochain complex (C∗, δ) calledthe dual complex defined by
 Ck = C∗k , δ = ∂∗
 where V ∗ denotes the dual vector space of all real linear maps from the vectorspace V to the real numbers and φ∗(γ) = γ φ for a linear map φ : V → Wand an element γ ∈ W ∗. Since (φ ∂)∗ = ∂∗ φ∗ and (∂ φ)∗ = φ∗ ∂∗, thedual of a chain map is a cochain map. Similarly chain homotopies dualize tochain homotopies. For any chain complex (C, ∂) there is a unique linear mapκ : Hk(C) → Hk(C)∗ called the Kronecker product such that
 κ([γ])([c]) = γ(c)
 whenever γ ∈ Ck, ∂∗γ = 0, c ∈ Ck, ∂c = 0; here [γ] ∈ Hk(C) denotes thecohomology class of the cocycle γ and [c] ∈ Ck denotes the homology class ofthe cycle c.
 Theorem 5.4. The Kronecker product is an isomorphism of vector spaces.
 Proof. Write Ck = Ak⊕Hk⊕Bk where ∂ maps Ak isomorphically onto Bk and∂ = 0 on Hk and Bk.
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Definition 5.5. The kth de Rham cohomology HkDR(M) of the smooth
 manifold M is the kth cohomology group of the de Rham complex
 · · · ∂ // Ωk−1k + 1(M) d // Ωk(M) d // Ωk+1(M) d // · · · .
 A smooth map f : M → N induces a cochain map f∗ : Ωk(N) → Ωk(M) andhence also a map Hk(N) → Hk(M) again denoted by f∗.
 Theorem 5.6. Smoothly homotopic maps induce chain homotopic maps ondifferential forms and hence the same map in de Rham cohomology.
 Proof. Let ft : M → Nt∈[0,1] be a smooth homotopy, i.e. the map F :M × [0, 1] → N given by F (p, t) = ft(p) is smooth. Let v ∈ X (M × [0, 1])be defined by v(p, t) = (0, 1) ∈ TpM × R. Define a chain homotopy operatorK : Ω∗(N) → Ω∗−1(M) by
 K(ω) =∫ 1
 t=0
 ι(v)F ∗ω dt.
 By Cartan’s infinitesimal homotopy formula 2.12
 f∗1 ω = f∗0 ω =∫ 1
 0
 df∗t ω
 dtdt = dK(ω) + K(dω)
 so f1 and f0 are chain homotopic.
 Corollary 5.7 (Poincare Lemma). If M is smoothly contractible, then
 HkDR(M) =
 R for k = 00 for k > 0.
 Theorem 5.8 (Mayer Vietoris). Let U and V be open subsets of a manifoldM . Then the sequence
 0 // Ωk(U ∪ V ) α // Ωk(U)⊕ Ωk(V )β // Ωk(U ∩ V ) // 0
 is exact where α(ω) = (ω|U)⊕ (ω|V ) and β(ω1⊕ω2) = (ω1|U ∩V )− (ω2|U ∩V ).Hence there is a long exact sequence
 · · ·HkDR(U ∪ V ) → Hk
 DR(U)⊕HkDR(V ) → Hk
 DR(U ∩ V ) → Hk+1DR (U ∪ V ) · · · .
 The long exact sequence is natural with respect to smooth maps from U ∪ V toU ′ ∪ V ′ which send U to U ′ and V to V ′.
 Definition 5.9. The kth smooth singular homology Hk(M) of the smoothmanifold M is the kth homology group of the smooth singular chain com-plex
 · · · ∂ // Sk+1(M) ∂ // Sk(M) ∂ // Sk−1(M) ∂ // · · · .
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A smooth map f : M → N induces a chain map f∗ : Sk(M) → Sk(N) and hencealso a map Hk(M) → Hk(N) again denoted by f∗. The map f∗ is uniquelydetermined by f∗σ = f σ for each smooth singular simplex σ : ∆n → M .
 Theorem 5.10. Smoothly homotopic maps induce chain homotopic maps onsmooth singular chains and hence the same map in smooth singular homology.
 Corollary 5.11 (Poincare Lemma). If M is smoothly contractible, then
 Hk(M) =
 R for k = 00 for k > 0.
 Lemma 5.12. Let U and V be open subsets of a manifold M and Sk(U, V ) ⊂Sk(U ∪ V ) denote subcomplex of all chains c =
 ∑ni=1 ciσi where σi ∈ Sk(U) ∪
 Sk(V ). Then the inclusion Sk(U, V ) → Sk(U ∪ V ) is a chain homotopy equiva-lence.
 Theorem 5.13 (Mayer Vietoris). Let U and V be open subsets of a manifoldM . Then the sequence
 0 // Sk(U ∩ V ) i // Sk(U)⊕ Sk(V )j // Sk(U, V ) // 0
 is exact where i(σ) = (σ)⊕ (−σ) and j(σ1⊕ σ2) = σ1 + σ2. This induces a longexact sequence
 · · ·Hk(U ∩ V ) → Hk(U)⊕Hk(V ) → Hk(U ∪ V ) → Hk−1(U ∩ V ) · · · .
 The long exact sequence is natural with respect to smooth maps from U ∪ V toU ′ ∪ V ′ which send U to U ′ and V to V ′.
 Definition 5.14. The kth smooth singular cohomology Hk(M) of thesmooth manifold M is the kth cohomology group of the smooth singularcochain complex
 · · · ∂∗ // Sk−1(M) ∂∗ // Sk(M) ∂∗ // Sk+1(M) ∂∗ // · · ·
 which is by definition the dual complex to the smooth singular chain complex.A smooth map f : M → N induces a linear map f∗ : Sk(N) → Sk(M) whichis dual to f∗ : Sk(M) → Sk(N) and hence a linear map Hk(N) → Hk(M) alsodenoted by f∗.
 Theorem 5.15. Smoothly homotopic maps induce chain homotopic maps onsmooth singular cochains and hence the same map in smooth singular cohomol-ogy.
 Proof. The dual of a chain homotopy is a chain homotopy.
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Corollary 5.16 (Poincare Lemma). If M is smoothly contractible, then
 Hk(M) =
 R for k = 00 for k > 0.
 Lemma 5.17. Let U and V be open subsets of a manifold M and Sk(U, V ) :=Sk(U, V )∗. Then the restriction Sk(U ∪ V ) → Sk(U, V ) is a chain homotopyequivalence.
 Proof. The dual of a chain homotopy is a chain homotopy.
 Theorem 5.18 (Mayer Vietoris). Let U and V be open subsets of a manifoldM . Then the sequence
 0 // Sk(U, V )j∗ // Sk(U)⊕ Sk(V ) i∗ // Sk(U ∩ V ) // 0
 obtained by dualizing the exact sequence of Theorem 5.13 is exact. This inducesa long exact sequence so there is a long exact sequence
 · · ·Hk(U ∪ V ) → Hk(U)⊕Hk(V ) → Hk(U ∩ V ) → Hk+1(U ∪ V ) · · · .
 The long exact sequence is natural with respect to smooth maps from U ∪ V toU ′ ∪ V ′ which send U to U ′ and V to V ′.
 Proof. The dual of a short exact sequence of vector spaces is exact and dualiz-ing a commutative diagram of chain maps between short exact sequences givesanother such. (Note: This argument depends on the fact that the coefficientsare from a field.)
 Theorem 5.19 (De Rham). Let M be smooth manifold M . Then the linearmap I : Ωk(M) → Sk(M) defined by
 I(ω)(c) :=∫
 c
 ω.
 is a chain map and induces an isomorphism H∗DR(M) → H∗(M) between de
 Rham cohomology and smooth singular cohomology.
 5.20. A good cover of an m-dimensional manifold M is an open cover Uii∈A
 (here A is an index set) such that for k ≤ m every (k + 1)-fold intersection
 Uα := Uα0 ∩ Uα1 ∩ · · · ∩ Uαk
 is diffeomorphic to Rm and for k > m every (k + 1)-fold intersection of distinctelements of the cover is empty. Given any cover we can find a subordinate goodcover; for example we might triangulate M , subdivide so that each star is asubset of an element of the cover, and take the open stars of vertices. (Somefurther argument would be needed to show that the stars are diffeomorphic toRm.) One could also construct good covers using a Riemannian metric and
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geodesically convex open sets. (A finite intersection of geodesically convex opensets is geodesically convex.)
 We shall always assume our manifolds have finite good covers. This is notalways true (e.g. M = R2 \ Z2) but this class of manifolds includes compactmanifolds. We shall never need the requirement that (m + 2)-fold intersectionsare empty and often will require only that the slightly weaker condition thatthe Uα are smoothly contractible. The appendix to [3] shows how to extend ourarguments to general (paracompact) smooth manifolds.
 Exercise 5.21. Show that an open star shaped region in Rm with compactclosure is diffeomorphic to Rm. Hint: There is a nonnegative function h suchthat h−1((0,∞)) is the open set. The definition of star shaped is that each rayemanating from the origin intersects the open set in an open interval. The ideais to map this interval diffeomorphically onto (0,∞) and use polar coordinates todefine the diffeomorphism. It need not be true that the endpoint of this intervalis a continuous function of the ray, but the idea works anyway as follows. Letφt : Rm → Rm be the flow of the vector field v(x) := h(x)x. Then φt(x) = xif h(x) = 0. Let f(ru) = φr(u) for u ∈ Sm−1. Modify f so that this map isidentity near the origin. Is the hypothesis that the closure be compact needed?
 Remark 5.22. The result of Exercise 5.21 applies to intersections of open starsof vertices in simplicial complexes, for example, the interior of ∆m.
 6 Compactly supported de Rham cohomology
 Definition 6.1. The kth compactly supported de Rham cohomologyHk
 c (M) of the smooth manifold M is the kth homology group of the compactlysupported de Rham complex
 · · · d // Ωk−1c (M) d // Ωk
 c (M) d // Ωk+1c (M) d // · · · .
 A proper smooth map f : M → N induces a chain map f∗ : Ωkc (N) → Ωk
 c (M)and hence also a map Hk
 c (N) → Hkc (M) again denoted by f∗.
 Remark 6.2. When M is compact Ωkc (M) = Ωk(M) so Hk
 c (M) = Hk(M).
 Theorem 6.3. Let ft : M → Nt∈R be a proper homotopy, i.e. the map
 M × R→ N × R : (p, t) 7→ (ft(p), t)
 is proper. Then the induced map f∗t : Hkc (N) → Hk
 c (M) is independent of t.
 Theorem 6.4 (Poincare Lemma). The compactly supported de Rham coho-mology of Euclidean space is given by
 Hkc (Rn) =
 R for k = m
 0 otherwise.
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The integral
 Ωc(Rm) → R : ω 7→∫
 Rm
 ω
 induces an isomorphism Hmc (Rm) → R.
 Proof. We treat only the case m = 1; the general case follows from Theorem 8.9below.
 Theorem 6.5 (Mayer Vietoris). Let U and V be open subsets of a manifoldM . Then the sequence
 0 // Ωkc (U ∩ V ) i // Ωk
 c (U)⊕ Ωkc (V )
 j // Ωkc (U ∪ V ) // 0
 is exact where i is the inclusion (extension by zero) on each factor and j isextension by zero followed by subtraction. This induces a long exact sequence
 · · ·Hkc (U ∩ V ) → Hk
 c (U)⊕Hkc (V ) → Hk
 x (U ∪ V ) → Hk+1(U ∩ V ) · · · .
 The long exact sequence is natural with respect to smooth proper maps fromU ∪ V to U ′ ∪ V ′ which send U to U ′ and V to V ′.
 Theorem 6.6 (Poincare duality). For a smooth manifold oriented manifoldM the linear map W : Ωk(M) → Ωm−k
 c (M)∗ defined by
 W (ω)(η) :=∫
 M
 ω ∧ η.
 is a chain map and induces an isomorphism between de Rham cohomology andcompactly supported de Rham cohomology.
 Remark 6.7. Note that Ck := Ωm−kc (M) is a homology theory in the sense
 that d : Ck → Ck−1. Hence Ck := Ωm−kc (M)∗ is a cohomology theory.
 Corollary 6.8. Let S be a closed oriented submanifold of codimension r of anoriented smooth manifold M of dimension m and i : S → M be the inclusion.Then there is a closed form η ∈ Ωr(M) such that
 ∫
 S
 i∗ω =∫
 M
 ω ∧ η
 for every closed form ω ∈ Ωm−rc (M). The cohomology class ηS ∈ Hr
 DR(M) ofη is independent of the choice of η and is called the Poincare dual of thesubmanifold S.
 Proof. The linear functional Ωm−rc (M) → R : ω 7→ ∫
 Si∗ω (well) defines an
 element of Hm−rc (M)∗ ' Hr
 DR(M).
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7 Bundles
 7.1. Let F be a manifold. A smooth map π : E → M is called locally triv-ial with fiber F iff for every point p0 ∈ M there is a neighborhood U and adiffeomorphism Φ : U × F → π−1(U) such that π Φ(p, v) = p for p ∈ Uand v ∈ F . Such a diffeomorphism U is called a local trivialization. An-other local trivialization Ψ : V × F → π−1(V ) determines a transition mapΨ Φ−1 : (U ∩ V )× F → π−1(U ∩ V ). The transition map has the form
 Ψ Φ−1(p, w) = (p, gp(w))
 where gp : F → F is a diffeomorphism for each p ∈ U ∩ V .
 7.2. Now let G ⊂ diff(F ) be a subgroup of the diffeomorphism group of the fiberF . Two local trivializations as in 7.1 are called G-compatible iff gp ∈ G for allp ∈ U ∩ V . A fiber bundle with fiber F , structure group G, base spaceM , and total space E is a locally trivial map π equipped with a maximal atlasof local trivializations, any two of which are G-compatible, and whose domainscover E. Such a maximal atlas is called a G-structure on the locally trivialmap. Maximal means that any local trivialization which is G-compatible withevery local trivialization in the atlas is itself a member of the atlas. As was thecase for manifolds, every atlas extends uniquely to a maximal atlas. The trivialbundle is the map π : M ×F → M where π is projection on the first factor. Asection of a fiber bundle is a right inverse to the projection π.
 Remark 7.3. The definitions make precise the following idea. A fiber bundleis a function which assigns to each point p in a manifold M another manifold
 Ep := π−1(p)
 called the fiber over p and the fiber Ep depends smoothly on p. The fiber ofthe trivial bundle is constant. A section assigns to each p ∈ M a point of thefiber over p. A G-structure specifies for each p and equivalence class of diffeo-morphisms from the standard fiber F to the given fiber Ep called frames;two frames are equivalent if on is obtained from the other by composition onthe left with an element of G ⊂ diff(F ).
 Definition 7.4. A vector bundle is a fiber bundle with fiber Rn and structuregroup GLn(R), the group of all linear automorphisms of Rn. For a vector bundleeach fiber is a vector space since the operations of vector addition and scalarmultiplications are independent of the choice of local trivialization used to definethem. A frame in a fiber Ep is a linear isomorphism Rn → Ep; this determinesand is determined by the image of the standard basis for Rn so a frame in Ep
 may be viewed as an ordered basis for the vector space Ep.
 Example 7.5. Each chart φ : U → X on a manifold M determines a localtrivialization of the tangent bundle TM → M via the formula
 Φ(p, w) = (p, c(0)), c(t) = φ−1(φ(p) + tw)
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for w ∈ Rm and t ∈ R. The transition map between two such local trivializationsis given by
 gp(w) = D(ψ φ−1)(φ(p))w.
 This map is linear in w for each p so the maximal atlas determined by thesecharts is a vector bundle. A section of the tangent bundle is the same as avector field on M .
 Example 7.6. A vector bundle E → M and integer k ≥ 0 determine a newvector bundle Λk(M, E) → M with fiber
 Λk(M,E)p := Λk(TpM, Ep)
 over p ∈ M . The space of smooth sections of this bundle is denoted by Ωk(M,E)and its elements are called differential forms with values in E.
 7.7. Suppose the fiber F is oriented. A fiber orientation is an atlas of localtrivializations such that for each transition map Ψ Φ−1 as in 7.1 betweenelements of the atlas and for each p ∈ U ∩ V the diffeomorphism gp : F → F isorientation preserving. A fiber orientation is the same as a G-structure whereG ⊂ diff(F ) is the subgroup of orientation preserving diffeomorphisms, butusually the terminology “G-structure” is only used when the subgroup G is afinite dimensional Lie group.
 7.8. Given a bundle π : E → M and a smooth map f : N → M the pull backbundle f∗π : f∗E → N has fiber over q ∈ N given by
 (f∗E)q = Ef(q).
 Each local trivialization Φ : U × F → π−1(U) determines a local trivializationf∗Φ : f−1(U)× F → (f∗π)−1(V ) via the formula
 (f∗Φ)(q, v) = Φ(f(q), v).
 In the commutative diagram
 f∗E //
 f∗π
 ²²
 E
 π
 ²²N
 f // M
 the map on the top is just (q, v) 7→ (f(q), v) and is thus an isomorphism on eachfiber.
 7.9. The pull back of a G-structure is a G-structure; in particular, the pull backof a vector bundle is a vector bundle, and the pull back of a fiber orientation isa fiber orientation. When N is an open subset U of the manifold M and f isthe inclusion the pull back can be viewed as restriction and we use the notation
 E|U := π−1(U)
 for the total space of the restricted bundle.
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Theorem 7.10 (Leray Hirsch). Let π : E → M be a fiber bundle and assumethat M is connected. Suppose that η1, . . . , ηn ∈ Ω∗(E) are such that for some(and hence every) p ∈ M the restrictions η1|Ep, . . . , ηn|Ep represent a basis forH∗
 DR(Ep). Let Rη1, . . . , ηn denote the span of these forms. Then the map
 Ω∗(M)⊗ Rη1, . . . , ηn → Ω∗(E) : ξ ⊗ ηi 7→ π∗ξ ∧ ηi
 induces an isomorphism H∗DR(M)⊗H∗
 DR(F ) → H∗DR(E).
 Proof. First we show “and hence every”, i.e. that if η1|Ep, . . . , ηn|Ep representa basis for H∗
 DR(Ep), then η1|Eq, . . . , ηn|Eq represent a basis for H∗DR(Eq). It
 is not hard to construct smooth isotopies φt : M → Mt∈[0,1] and Φt : E →Et∈[0,1] satisfying φ0 = idM , Φ0 = idE , and π Φt = φt. (An isotopy is asmooth homotopy ft : M → Nt∈[0,1] such that each ft is a diffeomorphism.)This gives a commutative diagram
 Ep //
 ²²
 E
 ²²Eq // E
 where the horizontal arrows are inclusions, the vertical arrow on the right isΦ1 and the vertical arrow on the left is Φ1|Ep. The vertical arrows are diffeo-morphisms. By hypothesis the top horizontal map induces an isomorphism incohomology. The vertical map on the right induces the identity on H∗
 DR(E)as it is isotopic to the identity and hence preserves the cohomology classes ofη1, . . . , ηn. The vertical map on left induces an isomorphism in cohomology asit is a diffeomorphism. It follows immediately that the bottom horizontal mapinduces an isomorphism in cohomology and hence pulls the cohomology classesof η1, . . . , ηn back to representatives of a basis in H∗
 DR(Eq).The map ξ⊗ηi 7→ π∗ξ∧ηi is a chain map, i.e. it sends (dξ)⊗η) to π∗(dξ)∧ηi.
 BLAH
 Corollary 7.11 (Kunneth Formula). The map
 Ω∗(M)⊗ Ω∗(F ) → Ω∗(M × F ) : ξ ⊗ η 7→ π∗Mξ ∧ π∗F η
 induces isomorphisms⊕
 i+j=k
 HiDR(M)⊗Hj
 DR(F ) ∼= HkDR(M × F ).
 8 Compact vertical cohomology
 8.1. A form ω ∈ Ωn(E) where E is the total space of a fiber bundle π : E → Mis said to have compact vertical support iff for every point p ∈ M there isa local trivialization Φ : U × F → π−1(U) and a compact subset K ⊂ F suchthat p ∈ U and supp(ω) ∩ π−1(U) ⊂ Φ(U ×K). The space of all n-forms on Eof compact vertical support is denoted by Ωn
 cv(E).
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Definition 8.2. For a fiber bundle π : E → M the kth compact verticalcohomology Hk
 cv(E) is the kth homology group of the complex
 · · · d // Ωk−1cv (E) d // Ωk
 cv(E) d // Ωk+1cv (E) d // · · · .
 A smooth map f : N → M induces a chain map f∗ : Ωkcv(E) → Ωk
 cv(f∗E) andhence also a map Hk
 cv(E) → Hkcv(f∗E) again denoted by f∗.
 Remark 8.3. When the fiber F is compact Ωkcv(E) = Ωk(E) Hk
 cv(E) = Hk(E).
 8.4. Let π : E → M be a fiber bundle and r be the dimension of the fiber F .The function which assigns to each p ∈ M the infinite dimensional vector spaceΩ ∗ n(Ep) can be viewed as a vector bundle over M . When n = r a differentialform ω ∈ Ωk+r(E) on the total space E determines a section Rω of this infinitedimensional bundle via the formula
 (Rω)p(v1, . . . , vk)q(u1, . . . , ur) = ωq(v′1, . . . , v′k, u1, . . . , ur)
 for q ∈ Ep, u1, . . . , ur ∈ TqEp, v1, . . . , vk ∈ TpM , and v′1, . . . , v′k ∈ TqE satisfying
 dπ(q)v′i = vi for i = 1, . . . , k. (Because n = r, the definition is independent ofthe choice of such v′1, . . . , v
 ′k.)
 Definition 8.5. Let π : E → M be a fiber oriented bundle and r be thedimension of the fiber F . The operation π∗ : Ωk+r
 cv (E) → Ω(M) defined by
 (π∗ω)p(v1, . . . , vk) =∫
 Ep
 (Rω)p(v1, . . . , vk)
 with R as in 8.4 is called integration over the fiber.
 Theorem 8.6 (Projection Formula). Let π : E → M be a fiber orientedbundle. Then
 π∗(π∗η ∧ ω) = η ∧ π∗ω
 for η ∈ Ω∗(M) and ω ∈ Ω∗cv(E). Moreover∫
 E
 π∗η ∧ ω =∫
 M
 η ∧ π∗ω
 if the degrees of η and ω add up to the dimension of the manifold E.
 Example 8.7. The idea of compact vertical support is that restriction to thefiber produces a form of compact support so that fiber integration can be defined.However the precise definition requires some uniformity as illustrated by thefollowing. Let f ∈ Ω0
 c(R) satisfy∫
 f(t) dt = 1 and f(0) = 0. Take M = R,E = M × R, and ω ∈ Ω1(E) be given by ω = pf(pt) dt for (p, t) ∈ M × R = EThen
 ∫R pf(pt) dt = 1 for p 6= 0 but the integral vanishes for p = 0. The
 fiber integral is not continuous. The restriction of ω to each fiber has compactsupport but ω /∈ Ω1
 cv(E).
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Theorem 8.8. For a fiber oriented bundle π : E → M integration over the fiberis a chain map.
 Theorem 8.9 (Poincare Lemma). For a trivial bundle E = M × Rr inte-gration over the fiber induces isomorphisms
 H∗cv(E) → H∗−r
 DR (M) and H∗c (E) → H∗−r
 c (M).
 Theorem 8.10 (Compact Vertical Mayer Vietoris). Let π : E → M be afiber oriented bundle and U and V be open subsets of M . Then the sequence
 0 → Ωkcv(E|U ∪ V ) α // Ωk
 cv(E|U)⊕ Ωkcv(E|V )
 β // Ωkcv(E|U ∩ V ) → 0
 is exact where α(ω) = (ω|U)⊕ (ω|V ) and β(ω1⊕ω2) = (ω1|U ∩V )− (ω2|U ∩V ).This induces a long exact sequence
 · · ·Hkcv(E|U∪V ) → Hk
 cv(E|U)⊕Hkcv(E|V ) → Hk
 cv(E|U∩V ) → Hk+1cv (E|U∪V ) · · ·
 The long exact sequence is natural with respect to smooth maps from U ∪ V toU ′ ∪ V ′ which send U to U ′ and V to V ′.
 Remark 8.11. An analog of Theorem 8.10 holds where H∗cv(E) is replaced by
 H∗c (E), H∗
 DR(M) is replaced by H∗c (M), the arrows go the other way and are
 defined as in Theorem 6.5, and the smooth maps in the concluding sentence areproper. This is a special case of Theorem 6.5.
 Theorem 8.12 (Thom Isomorphism). Let π : E → M be a fiber orientedvector bundle of rank r. Then integration over the fiber induces an isomorphism
 π∗ : Hk+rcv (E) → Hk(M).
 The inverse of this isomorphism is called the Thom isomorphism.
 Proof. There is a good cover such that the bundle is trivial over each finiteintersection of elements of the cover. Hence it is enough to prove the theoremfor a product bundle M × Rr → M where M is smoothly contractible. Theargument in this case does not depend on the fact that M is contractible. In [1]on page 38 the proof is given in case r = 1
 Theorem 8.13 (Thom Isomorphism). Let π : E → M be a fiber orientedvector bundle of rank r. Then integration over the fiber induces an isomorphism
 π∗ : Hk+rc (E) → Hk
 c (M).
 The inverse of this isomorphism is called the Thom isomorphism for com-pactly supported cohomology.
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Exercise 8.14. When E and M are both oriented there are isomorphisms
 Hk+rc (E) = Hm−k−r(E)∗ = Hm−k−r(M)∗ = Hk
 c (M) (∗)
 The outer two are Poincare duality and the one in the middle is because M (ormore precisely the zero section) is a deformation retract of E. When E andM are both oriented the bundle π : E → M is fiber oriented so we have twoisomorphisms Hk+r
 c (E) = Hkc (M), one via (∗) and the other via Theorem 8.13.
 Show they are the same.
 Definition 8.15. Let π : E → M be a fiber oriented vector bundle of rank r.A Thom form for E is a closed form Φ ∈ Ωr
 cv(E) such that π∗Φ = 1. TheThom class of E is the image of 1 ∈ H0(M) under the Thom isomorphismH∗(M) → H∗+r
 cv (E). Thus a closed r-form of compact vertical support is aThom form iff its cohomology class is the Thom class. Note that the conditionthat Φ ∈ Ωr
 cv(E) is closed implies that π∗Φ is closed and hence locally constantso that (if M is connected) a Thom form is a closed form Φ ∈ Ωr
 cv(E) such that∫Ep
 ω = 1 for some and hence every p ∈ M .
 Proposition 8.16. A closed form Φ ∈ Ωrcv(E) is a Thom form if and only if
 the Thom isomorphism is induced by the chain map
 Ω∗(M) → Ω∗+rcv (E) : ω 7→ π∗ω ∧ Φ.
 Proof. By the Projection Formula 8.6 we have
 π∗(π∗ω ∧ Φ) = ω ∧ π∗Φ = ω
 if π∗Φ = 1 so the chain map ω 7→ π∗ω∧Φ is a right inverse to the chain map π∗and hence induces the inverse to the isomorphism H∗
 cv(E) → H∗−r(M) inducedby π∗. This inverse is (by definition) the Thom isomorphism. To prove theconverse take ω = 1.
 Theorem 8.17. Let Φ ∈ Ωrcv(E) be a Thom form for the fiber oriented vector
 bundle π : E → M . Assume that M is oriented and let m = dim(M) andi : M → E be the zero section. Then
 ∫
 M
 i∗µ =∫
 E
 µ ∧ Φ
 for µ ∈ Ωmc (E). In other words, the Thom class is the Poincare dual of the
 submanifold i(M) of E.
 Proof. The composition i π is homotopic to the identity of E so π∗(i∗µ) andµ represent the same element of Hm(E). Hence µ = π∗i∗µ + dτ for someτ ∈ Ωm−1(E). Thus
 ∫
 E
 µ ∧ Φ =∫
 E
 (π∗i∗µ + dτ) ∧ Φ.
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But ∫
 E
 dτ ∧ Φ =∫
 E
 d(ω ∧ Φ) = 0
 by Stokes and ∫
 E
 π∗i∗µ ∧ Φ =∫
 M
 i∗µ ∧ π∗Φ =∫
 M
 i∗µ
 by the Projection Formula 8.6.
 Theorem 8.18. Let f : N → M be a smooth map and π : E → M be a fiberoriented vector bundle. Recall the commutative diagram
 f∗E F //
 f∗π
 ²²
 E
 π
 ²²N
 f // M
 where F (q, v) = (f(q), v). Then
 (1) This diagram respects integration over the fiber, i.e. F ∗ω ∈ Ωkcv(f∗E) for
 ω ∈ Ωkcv(E), and (f∗π)∗(F ∗ω) = f∗(π∗ω).
 (2) If Φ ∈ Ωecv(E) is a Thom class for E, then F ∗Φ ∈ Ωe
 cv(f∗E) is a Thomclass for f∗E.
 9 Tubular neighborhoods
 Definition 9.1. A fiber Riemannian metric on a smooth vector bundleπ : E → M is a function which assigns to each point p ∈ S an inner product gp
 on the fiber Ep and which is smooth in the sense that the function
 E → R : (p, v) 7→ gp(v, v)
 is smooth. A Riemannian metric on a manifold M is a fiber Riemannianmetric on the tangent bundle TM → M .
 Exercise 9.2. Show that for a trivial bundle E = M ×Rn a fiber Riemannianmetric has form
 gp(v, w) =n∑
 i=1
 n∑
 j=1
 gij(p)viwj
 for v = (v1, . . . , vn), w = (w1, . . . , wn) ∈ Rn where the functions gij are smoothand the matrix (gij(p)) is positive definite for each p.
 Exercise 9.3. Show that a smooth vector bundle admits a fiber Riemannianmetric. (Hint: Partitions of unity.)
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Exercise 9.4. Let π : E → M be a smooth vector bundle and B be a neigh-borhood of the zero section. Show that there are neighborhoods B1 and B2
 of the zero section with B1 ⊂ B2 ⊂ B and a fiber preserving diffeomor-phism ψ : E → B2 such that ψ|B1 is the identity. (Fiber preserving meansψ(Ep) = B2 ∩ Ep for p ∈ M .)
 Exercise 9.5. Let π1 : E1 → M and π2 : E2 → M be smooth vector bundlesand ψ : E1 → E2 be a diffeomorphism such that ψ(01p) = 02p for p ∈ M . Showthat there is an isotopy ψt : E1 → E2t∈[0,1] such that ψ1 = ψ, ψt(01p) = 02p,and ψ0 : E1 → E2 is a vector bundle isomorphism, i.e. ψ0(E1p) = E2p andψ0|E1p is a linear isomorphism between E1p and E2p. Hint: When M is apoint, we may take ψt(v) = t−1ψ(tv).
 Definition 9.6. A vector subbundle of a vector bundle π : E → M is asubset H ⊂ M such that at every point of M there is a local trivializationΨ : U × Rn → π−1(U) such that Ψ(U × Rk × 0) = H ∩ π−1(U).
 Exercise 9.7. Let π : E → M be a vector bundle equipped with a fiberRiemannian metric g and H ⊂ E be a subbundle. Show that
 H⊥ :=⊔
 p∈M
 H⊥p
 is also a subbundle. Here H⊥p is the orthogonal complement to Hp in Ep. Hint:
 Gram Schmidt.
 Definition 9.8. Let S be a smooth submanifold of a manifold M . A tubularneighborhood of S in M consists of a vector bundle π : E → S, a neighborhoodB ⊂ E of the zero section and a diffeomorphism ψ : B → U onto a neighborhoodU of S in M such that ψ(0p) = p for p ∈ S.
 Exercise 9.9. Let M be a submanifold of Rn. Show that TM ⊂ M × Rn is asubbundle of the trivial vector bundle M × Rn → M . Conclude that T⊥M isa subbundle of the trivial bundle and that M × Rn = TM ⊕ T⊥M . Here thetangent bundle is the set
 TM := (c(0), c(0)) ∈ M × Rn : c ∈ C∞(R,M).Exercise 9.10. Let M be a submanifold of Rn. Show that there is a neigh-borhood B of M × 0 in T⊥M such that the map B → Rn : (p, v) 7→ p + v is atubular neighborhood of M in Rn. Hint: Inverse function theorem.
 Exercise 9.11. Assume that M be a closed submanifold of Rn and let B → Mbe the tubular neighborhood of Exercise 9.10. Show that if the neighborhoodB is sufficiently small,then for (p, v) ∈ B the point of M closest to p + v is p.Hint: Minimize rq(p) = ‖q − p‖2.Exercise 9.12. (Existence of Tubular Neighborhoods.) Let S be a submanifoldof M . Show that there is a tubular neighborhood of S in M . Hint: Assumethat M is a submanifold of Rn and use the inverse of the tubular neighborhoodconstructed in Exercise 9.10.
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Exercise 9.13. (Uniqueness of Tubular Neighborhoods.) Let S be a closedsubmanifold of M and for i = 1, 2 let πi : Ei → S be a vector bundle andψi : Bi → Ui ⊂ M be a tubular neighborhood where Bi ⊂ Ei. Show that thereis a neighborhood U of S in U1∩U2, a smooth isotopy ft : M → My∈[0,1], anda vector bundle isomorphism L : E1 → E2 such that ft(z) = z for z /∈ U1 ∩ U2,ft(p) = p for p ∈ S, f0 = idM , and f1|U = ψ2 L ψ−1
 1 |U . Hint: Modify theisotopy of Exercise 9.5 so that it is stationary away from the zero section.
 Exercise 9.14. Let S be a submanifold of M . The normal bundle to S inM is the vector bundle N → S defined by
 Np = TpM/TpS
 for p ∈ S. Show that if π : E → S is the domain of a tubular neighborhood ofa submanifold S of a manifold M , then E is isomorphic to the normal bundleto S in M .
 10 Transversality
 Definition 10.1. Let f : M → N be a smooth map and W ⊂ N be smoothsubmanifold. We say f is transverse to W iff
 Tf(p)N = (Tpf)(TpN) + Tf(p)N
 for all p ∈ f−1(W ). Two submanifolds R and S of M are said to be transverseiff
 TpM = TpR + TpS
 for all p ∈ R∩S. Note that R and S are transverse iff the inclusion map R → Mis transverse to S.
 Theorem 10.2. Assume that the smooth map f : M → N is transverse to thesubmanifold W ⊂ N . Then f−1(W ) is a submanifold of M and
 Tpf−1(W ) = (Tpf)−1Tf(p)W
 for p ∈ f−1(W ). Hence codimension is preserved, i.e.
 dim(M)− dim(f−1(W )) = dim(N)− dim(W ).
 Corollary 10.3. Assume that the submanifolds R and S intersect transversallyin M . Then R ∩ S is a submanifold of M and
 Tp(R ∩ S) = (TpR) ∩ (TpS)
 for p ∈ R ∩ S. Hence
 dim(R ∩ S) = dim(R) + dim(S)− dim(M).
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Remark 10.4. When f is transverse to W , the pull back by f |f−1(W ) of thenormal bundle to W in N is the normal bundle to f−1(W ) in M , i.e. thederivative Tpf : TpM → TpN induces an isomorphism
 TpM/Tpf−1(W ) = Tf(p)N/Tf(p)W
 for p ∈ M . Using this isomorphism the normal bundle to f−1(W ) in M inheritsa fiber orientation from the normal bundle to W in N . In particular, if M , N ,and W are oriented, so is f−1(W ).
 Exercise 10.5. Assume that the submanifolds R and S intersect transversallyin M and that p ∈ R ∩ S. Show that there is a neighborhood U of p in M anda diffeomorphism φ : U → Rm−s × Rr+s−m × Rm−r such that φ(p) = 0 and
 φ(U ∩R) = Rm−s × Rr+s−m × 0 and φ(U ∩ S) = 0× Rr+s−m × Rm−r.
 (Hence φ(U ∩R ∩ S) = 0× Rr+s−m × 0.)
 Remark 10.6. The transverse intersection R ∩ S of two oriented submani-folds R an S of an oriented manifold M inherits an orientation as follows. Letm = dim(M), r = dim(R) , s = dim(S), p ∈ R ∩ S, and (v1, . . . , vm) be a pos-itively oriented frame of TpM such that (v1, . . . , vm−s) is a positively orientedframe of TpR and (vm−r+1, . . . , vm) is a positively oriented frame of TpS. Then(vm−r+1, . . . , vm−s) is a positively oriented frame of Tp(R ∩ S).
 Definition 10.7. Since the exterior derivative is a wedge derivation the wedgeproduct
 Ωi(M)× Ωj(M) → Ωi+j(M) : (ω, η) 7→ ω ∧ η
 induces a product
 HiDR(M)×Hj
 DR(M) → Hi+jDR (M)
 which we also call the wedge product. It corresponds to the cup product insingular cohomology.
 Definition 10.8. Let π : E → M be a fiber oriented vector bundle. The Eulerclass of E is the pull back
 e(E) := i∗Φ
 of the Thom class of E by the zero section i : M → E.
 Theorem 10.9. Let E1 → M and E2 → M be fiber oriented vector bundles,E = E1 ⊕ E2 → M be the direct sum, pri : E → Ei be the projections, andΦi ∈ Ωri
 cv(Ei) be Thom forms. Then
 Φ := pr∗1Φ1 ∧ pr∗2Φ2
 is a Thom form on E.
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Corollary 10.10. For fiber oriented vector bundles E1 → M and E2 → M wehave
 e(E1 ⊕ E2) = e(E1) ∧ e(E2).
 Theorem 10.11. Let S be an oriented submanifold of an oriented manifold M ,π : E → S be the domain of a tubular neighborhood ψ : E → M of S in M ,Φ ∈ Ωm−s
 cv (E) be a Thom form and η ∈ Ω∗(M) be determined by the conditionsψ∗η = Φ and supp(η) ⊂ ψ(E). Then η represents the Poincare dual of S, i.e.
 ∫
 S
 i∗ω =∫
 M
 ω ∧ η
 for ω ∈ Ωsc(M) where i : S → M is the inclusion. (The fiber orientation on E
 is determined by the condition that ψ be orientation preserving.)
 Corollary 10.12. Let R and S be closed oriented submanifolds of an orientedmanifold M . Assume that they intersect transversely so that R ∩ S is a sub-manifold. Let ηR ∈ Hm−r
 DR (M), ηS ∈ Hm−sDR (M), and ηR∩S ∈ H2m−s−r
 DR (M) bethe Poincare duals of R, S, and R ∩ S respectively. Then
 ηR∩S = ηR ∧ ηS .
 Corollary 10.13. Let f : M → N be a smooth map between oriented manifoldsand W ⊂ N be a closed oriented submanifold. Assume f is transverse to Wand equip the submanifold f−1(W ) of M with the orientation of Remark 10.4.Then
 ηf−1(W ) = f∗ηW
 where ηW ∈ Hk(N) and ηf−1(W ) ∈ Hk(M) are the Poincare duals of W andf−1(W ) respectively.
 Remark 10.14. Assume the hypotheses of Corollary 10.12 and that dim R +dim S = dim M so that the intersection R∩S is discrete. Let o(p,R, S,M) = ±1be the orientation of R ∩ S at p ∈ R ∩ S as in Remark 10.6. Then
 ∑
 p∈R∩S
 g(p)o(p,R, S, M) =∫
 M
 gηR∩S =∫
 M
 g ηR ∩ ηS
 for every function g of compact support.
 Lemma 10.15. Let v be a section of a vector bundle π : E → M and p ∈ Mbe a zero of v. The intrinsic derivative Dv(p) : TpM → Ep (defined in theproof) is independent of the choice of local trivialization used to define it.
 Proof. Consider two vector bundle charts
 π−1(Ui)Φi //
 π
 ²²
 Xi × Rn
 pr1
 ²²Ui
 φi // Xi
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for i = 1, 2; i.e. φi : Ui → Xi is a diffeomorphism from an open subset Ui ofM onto an open subset Xi of Rm and Φi is a diffeomorphism which is a linearisomorphism on each fiber. The overlap map Φ2 Φ−1
 1 has form
 X12 × Rn → X21 × Rn : (x, v) 7→ (φ(x), Φ(x)v)
 where Xij = φi(U1∩U2) ⊂ Xi, φ = φ2 φ−11 , and Φ : X12 → GLn(R) is smooth.
 In each chart the section v is represented by a map vi : Xi → Rn and thesections are related by
 v2(φ(x)) = Φ(x)v1(x).
 By the chain rule Dv2(φ(x))Dφ(x)x = DΦ(x)xv1(x) + Φ(x)Dv1(x) so
 Dv1(x0) = Φ(x0)Dv1(x0)Dφ(x0)−1
 if v(p) = 0 and φ1(p) = x0. This is the rule for how a linear map TpM → Ep
 changes coordinates and defines the intrinsic derivative Dv(p) : TpM → Ep.
 10.16. Assume that π : E → M is a fiber oriented vector bundle over anoriented manifold M and that the rank of E is the same as the dimension mof M , i.e. dim Ep = dim TpM = dim M for p ∈ M . A zero p of v is callednondegenerate iff v : M → E is transverse to the zero section at p, i.e. Dv(p)is invertible. By the implicit function theorem nondgenerate zeros are isolated.We define the index i(v, p) of a nondegenerate zero of v by
 i(v, p) = sgn det Dv(p).
 It is easy to see that i(v, p) is the degree of the map
 Sm−1 → Sm−1 : x 7→ v(x)|v(x)|
 in local coordinates so chosen that p = 0 and 0 is the only zero of v inside Sm−1.
 Corollary 10.17. Under the hypotheses of 10.16 we have
 ∑
 v(p)=0
 i(v, p) =∫
 M
 e(E).
 for a section v with only nondegenerate zeros.
 Proof. This is an instance of the formula ηR∩S = ηR ∩ ηS described in Re-mark 10.14. Take R = v(M) ⊂ E and S to be the zero section. Let i : M → Ebe the zero section so that S = i(M) and Φ ∈ Ω∗cvm(E) be a Thom form. Itis easy to check that i(v, p) = o(R, S, p). The Thom form Φ represents thePoincare dual of both R and S and the pull back i∗Φ represents the Euler classof E. Take g = 1 in Remark 10.14.
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11 The Lefschetz Fixed Point Theorem
 11.1. In this section M is an oriented compact manifold of dimension m,
 π, ρ : M ×M → M
 are the projections onto the first and second factor respectively, ωii is a vectorspace basis for H∗
 DR(M), and τjj be the dual basis, i.e.∫
 M
 ωi ∧ τj = δij .
 Lemma 11.2. Let f : M → M be a smooth map, and
 Γ := (x, f(x)) : x ∈ M ⊂ M ×M
 be the graph of f . Define numbers fij ∈ R by
 fij :=∫
 M
 f∗ωi ∧ τj .
 Then the formηΓ :=
 ∑
 i
 (−1)deg ωifii π∗ωi ∧ ρ∗τi
 represents the Poincare dual of Γ in M ×M .
 Proof. (From [1] page 127.) We must show that for any form λ ∈ Ωm(M ×M)we have ∫
 Γ
 λ =∫
 M×M
 λ ∧ ηΓ.
 By the Kunneth Formula 7.11 the forms ρ∗ωr ∧ π∗τs represent a basis forH∗
 DR(M ×M) so it is enough to prove the formula for these. Let F : M → Γby F (x) = (x, f(x)). Then π F = idM and ρ F = f so
 ∫
 Γ
 ρ∗ωr ∧ π∗τs =∫
 M
 F ∗ρ∗ωr ∧ F ∗π∗τs =∫
 M
 f∗ωr ∧ τs = frs.
 On the other hand∫
 M×M
 ρ∗ωr ∧ π∗τs ∧ π∗ωi ∧ ρ∗τj = ±∫
 M×M
 π∗(ωi ∧ τr)∧ ρ∗(ωs ∧ τj) = ±δirδsj .
 Hence ∫
 M×M
 ρ∗ωr ∧ π∗τs ∧ ηΓ = ±frs.
 Now check the sign.
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Corollary 11.3. The form
 η∆ :=∑
 i
 (−1)deg ωiπ∗ωi ∧ ρ∗τi ∈ Ωm(M ×M)
 represents the Poincare dual of the diagonal
 ∆ := (x, x) : x ∈ M
 in M ×M .
 Proof. In Lemma 11.2 take f = idM so fij = δij .
 Corollary 11.4. For a compact oriented manifold M the integral of the Eulerclass e(TM) of the tangent bundle is the Euler characteristic
 ∫
 M
 e(TM) = χ(M) :=m∑
 k−0
 (−1)k dim HkDR(M)
 Proof. [1] page 128.
 11.5. Assume f : M → M is a smooth map of a compact oriented manifold,let Γ ⊂ M ×M denote the graph of f and F : M → M ×M : x 7→ (x, f(x))denote the graph map so point p ∈ M is a fixed point of f (i.e. f(p) = p)iff (p, p) ∈ Γ ∩ ∆ iff p ∈ F−1(∆). Then the graph map F : M → M × M istransverse to the diagonal ∆ at a fixed point p if and only the submanifolds Γand ∆ of M × M intersect transversally at (p, p) if and only if the derivativedf(p) : TpM → TpM is invertible. In this case we say that the fixed point isnondegenerate and define the fixed point index of f at p be
 i(f, p) := o(p, ∆, Γ,M ×M) = sgn det(df(p)− idTpM )
 where the intersection orientation of o(p, ∆, Γ, M ×M) of Γ and ∆ at (p, p) isas in Remark 10.6.
 Theorem 11.6 (Lefschetz Fixed Point Theorem). Assume the situationof 11.5 and that f has only nondegenerate fixed points we have
 ∑
 f(p)=p
 i(f, p) =m∑
 k=0
 (−1)ktrace(f∗ : Hk(M) → Hk(M)).
 Proof. [1] page 129.
 Corollary 11.7 (Hopf Index Theorem). For a vector field v a compactoriented manifold with only nondegenerate zeros we have
 ∑
 v(p)=0
 i(v, p) = χ(M).
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12 The Nerve of a Cover
 12.1. Let N be finite abstract simplicial complex, i.e. a finite collection N ofnonempty finite sets such that ∅ 6= B ⊂ A ∈ N =⇒ B ∈ N . The elements ofN are called simplices. A p-simplex is a simplex with exactly p + 1 elements.We denote the set of all p-simplices of N by Np. We do not distinguish betweena 0-simplex α and it sole element α. A 0-simplex is also called a vertex. Thegeometric realization of N is the set |N | of functions x : |N0| → [0, 1] suchthat ∑
 α∈N0
 x(α) = 1, α : x(α) 6= 0 ∈ N.
 For each vertex α ∈ N0 the function ξα : |N | → [0, 1] defined by
 ξα(x) = x(α)
 is called the barycentric coordinate associated to the vertex α. The set
 Uα = ξ−1α ((0, 1])
 is called the open star of the vertex α and for A ∈ Np the intersection
 UA := Uα0 ∩ Uα1 ∩ · · · ∩ Uαp , A = α0, α1, . . . , αp.is called the open star of the simplex A.
 Remark 12.2. The barycentric coordinates form a partition of unity, i.e.∑α ξα = 1. The collection
 U = Uαα∈N0
 is an open cover of |N |. However, the partition of unity is not quite subordinateto the cover as the support of ξα is the closure of Uα, not a subset of Uα. Apartition of unity ραα subordinate to the cover U = Uαα map be viewedas a map ρ : |N | → |N |. (The analog reading ξαα for ραα is the identitymap.) The map ρ maps each subcomplex onto itself. It is homotopic to theidentity and is hence a homotopy equivalence.
 12.3. Now suppose that U := Uαα∈N0 is an arbitrary finite open cover of aspace M . For each finite set A ⊂ N0 introduce the abbreviation
 UA := Uα0 ∩ Uα1 ∩ · · · ∩ Uαp , A = α0, α1, . . . , αp.The nerve of the cover is the abstract simplicial complex N consisting of thosefinite subsets A such that UA 6= ∅. Thus
 Np := A ⊂ N0 : A ∈ N , and #(A) = p + 1denotes the set of p-simplices of N . As usual, we do not distinguish the vertexα ∈ N0 and the 0-simplex α. It is easy to see that if the cover U arises froma simplicial complex N as in 12.1 then the simplicial complexes N and N areisomorphic.
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12.4. A triangulation of a space M is a homeomorphism h : |N | → M from thegeometric realization of an abstract simplicial complex N onto M . A smoothtriangulation of a smooth manifold M is a triangulation such that the restric-tion to each simplex is smooth. (The geometric realization |B| of an n-simplexB of N admits an obvious homeomorphism ∆n → |B| and smooth means thatthe composition of h with this homeomorphism is a smooth map σB : |B| → M .)
 Lemma 12.5. Let M be a smooth manifold equipped with a smooth triangulationas in 12.4, ρ : M → |N | be the map associated to a smooth partition of unitysubordinate to the cover by open stars as in Remark 12.2, and σB : ∆n → M asmooth n-simplex as in 12.4. Then
 ∫
 σB
 ρ∗ω =∫
 σB
 ω
 for any ω ∈ Ωn(M).
 Proof. Replacing ω by σ∗Bω and ρ by ρ σB we see that it is enough to provethat ∫
 ∆n
 ρ∗ω =∫
 ∆n
 ω
 for any smooth n-form on ∆n and any smooth partition of unity ρ0, . . . , ρnwith ρi supported in Ui := (y0, . . . , yn) ∈ ∆n : yi 6= 0. The proof is essentiallythe same as the proof that
 ∫M
 f∗ω = deg(f)∫
 Nω for a smooth map f : M → N
 between compact oriented manifolds of the same dimension and a form ω of topdegree on N . By Sard’s Theorem it is enough to integrate over the set of regularpoints of the map ρ. The formula then follows from the fact that the map ρ isonto and has degree one in the sense that the algebraic number of preimages ofa regular value is one. (Proof: Exercise.)
 13 The Cech deRham Complex
 13.1. Throughout this section M is a smooth manifold and
 U := Uαα∈N0
 denotes a finite open cover of a smooth manifold M . Assume that the cover Uis good, i.e. that for each A ∈ N the set UA is contractible. Denote the nerve(see 12.3) of the cover by N . Define
 Cp(U ,Ωq) :=⊕
 A∈Np
 Ωq(UA)
 andCp(U ,R) :=
 ⊕
 A∈Np
 R(UA)
 where R(U) denotes the constant functions on U .
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13.2. Fix a linear order on the set N0 of vertices. For α ∈ A ∈ Np defines(α,A) = ±1 by
 s(α, A) = (−1)i
 where A = α0 < α1 < · · · < αp and α = αi. Define δ : Cp−1(U , Ωq) →Cp(U , Ωq) by
 (δω)A :=∑
 α∈A
 s(α, A)ωA\α|UA
 for (ωA)A ∈ Cp−1(U ,Ωq), i.e.
 (δω)α0,...αp =p∑
 i=0
 ωα0,...αi...αp
 where αi means that the index αi is omitted and in each summand on the rightrestriction to UA is understood. The operator δ : Cp−1(U ,Ω0) → Cp(U ,Ω0)restricts to an operator Cp−1(U ,R) → Cp(U ,R). Define r : Ωq(M) → C0(U ,Ωq)by
 (rω)α := ω|Uα.
 Remark 13.3. We use the convention that ωα0,...αp = 0 if a subscript is re-peated and that
 ωα0,...αp = sgn(σ)ωασ(0),...ασ(p)
 where σ is the permutation of 0, . . . , p such that σ(0) < σ(1) < · · · < σ(p).
 Lemma 13.4. The sequence
 Ωq(M) r−→ C0(U , Ωq) δ−→ C1(U , Ωq) δ−→ C2(U , Ωq) δ−→ · · ·
 is exact.
 Lemma 13.5. Under the correspondence defined in 12.1 the sequence
 C0(U ,R) δ−→ C1(U ,R) δ−→ C2(U ,R) δ−→ · · ·
 is a chain complex isomorphic to the simplicial cochain complex of the simplicialcomplex N . Hence the inclusion into the singular chain complex of M inducesan isomorphism between the homology H∗
 δ (U ,R) and the singular cohomologyH∗(M,R) of M .
 13.6. Let i : Cp(U ,R) → Cp(U , Ω0) be the direct sum of the inclusions (i.e.identify R with the constant functions) and define d : Cp(U ,Ωq) → Cp(U , Ωq+1)by
 (dω)A = (−1)pdωA
 for (ωA)A ∈ Cp(U , Ωq). As d = d when p = 0, the map r : Ωq(M) → C0(U ,Ωq)is a cochain map.
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Lemma 13.7. The sequence
 Cp(U ,R) i−→ Cp(U , Ω0) d−→ Cp(U , Ω1) d−→ Cp(U ,Ω2) d−→ · · ·
 is exact.
 13.8. The various objects defined above fit together in a double complex
 Ωq(M)
 d
 OO
 r // C0(U , Ωq) δ //
 d
 OO
 · · · // Cp(U , Ωq) δ //
 d
 OO
 · · ·
 ...
 OO
 ...
 OO
 ...
 OO
 Ω0(M)
 d
 OO
 r // C0(U , Ω0) δ //
 d
 OO
 · · · // Cp(U , Ω0) δ //
 d
 OO
 · · ·
 C0(U ,R) δ //
 i
 OO
 · · · // Cp(U , R) δ //
 i
 OO
 · · ·
 Theorem 13.9. Define D : Cn(U ,Ω) → Cn+1(U ,Ω) by
 Cn(U , Ω) :=⊕
 p+q=n
 Cp(U , Ωq), D = δ + d.
 Then D2 = 0 and the maps r : Ω∗(M) → C∗(U , Ω) and i : C∗(U ,R) → C∗(U , Ω)are chain equivalences.
 Proof. By Lemma 13.5 the rows of this complex are exact (except for the bottomrow). By Lemma 13.7 the columns of this complex are exact (except for theleftmost column). This is enough to imply that the cohomology of the leftmostcolumn is isomorphic to the cohomology of the bottom row. See [1] page 96.
 13.10. As noted in [1] page 96 the isomorphism H∗δ (U ,R) → H∗
 DR(M) of The-orem 13.9 is induced by the chain map
 C∗(U ,R) → Ω∗(M) : (cA)A 7→∑
 A
 cAωA
 whereωA = ρα0 dρα1 ∧ · · · ∧ dραn
 for A = α0, α1, . . . , αn and ραα is a partition of unity subordinate to thecover U = Uαα.
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Theorem 13.11. Assume the situation of 13.10 and that the open cover arisesfrom a smooth triangulation as explained in 12.4. Then
 ∫
 σB
 ωA =1n!
 δAB
 for each pair of simplices A and B of the same dimension. Hence the inverseof the isomorphism H∗
 δ (U ,R) → H∗DR(M) of Theorem 13.9 is inverse of the
 composition de Rham isomorphism I : H∗DR(M) → H∗(M) of Theorem 5.19
 with the isomorphism H∗(M) → H∗δ (U ,R) between singular cohomology and
 simplicial cohomology as in 13.5.
 Proof. If A 6= B, then A \B 6= ∅. If α ∈ A \B, then σ∗Bρα vanishes identicallyand hence also σ∗BωA = 0. (Here ρ : M → |N | is the map determined by thepartition of unity as in Remark 12.2.) If A = B, then by Lemma 12.5 we have
 ∫
 σB
 ωB =∫
 σB
 ρ∗ωB =∫
 ∆n
 σ∗Bρ∗ω0 =∫
 ∆n
 (ρ σB)∗ω0 =∫
 ∆n
 ω0
 where ω0 = y0 dy1 ∧ · · · ∧ dyn and (y0, y1, . . . , yn) are the restrictions of thecoordinate functions on Rn+1 to ∆n. Using the variables uk = y0 + · · ·+ yk−1,i.e. yk = uk − uk−1, we get
 ∫
 ∆n
 ω0 =∫ 1
 un=0
 ∫ 1
 un−1=un
 · · ·∫ 1
 u1=u2
 u1 du1 du2 · · · dun
 which is easy to evaluate.
 14 Products
 14.1. Continue the assumptions of 13.1. Recall the de Rham complex d :Ω∗(M) → Ω∗+1(M), the simplicial chain complex δ : C∗(U ,R) → C∗+1(U ,R)from 13.2 the double complex D : C∗(U ,Ω) → C∗+1(U , Ω) from 13.8, therestriction map r : Ωn(M) → C0(U , Ωn) from 13.2, and the inclusion mapi : Cn(U ,R) → Cn(U , Ω0) from 13.6. The product
 Cp(U , Ωq)× Cr(U , Ωs) → Cp+r(U , Ωq+s)
 defined by(ω ∪ τ)α0,...αp+r = (−1)qrωα0,...αp ∧ ταp,...αp+r .
 satisfiesD(ω ∪ τ) = (Dω) ∪ τ + (−1)nω ∪ (Dτ)
 where n = p + q, k = rs, and therefore induces a product
 Hn(U ,Ω)×Hk(U ,Ω) → Dn+k(U , Ω).
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Note that the restriction of this product to the subcomplex C∗(U ,R) is thesimplicial cup product which induces the usual cup product
 Hnδ (U ,R)×Hk
 δ (U ,R) → Hn+kδ (U ,R)
 on the nerve. The wedge product Ωn(M) × Ωk(M) → Ωn+k(M) induces aproduct (also called the wedge product)
 HnDR(M)×Hk
 DR(M) → Hn+kDR (M)
 in de Rham cohomology.
 Theorem 14.2. The chain equivalences r and i of Theorem 13.9 are ring ho-momorphisms and hence induce ring isomorphisms H∗
 DR(M) → H∗D(U , Ω) and
 H∗(U ,R) → H∗D(U , Ω).
 Proof. See [1] page 174.
 Remark 14.3. By Theorem 13.11 the de Rham isomorphism
 I : H∗DR(M) → H∗(M,R)
 of Theorem 5.19 is an isomorphism of rings, i.e. I(ω) ∪ I(η) = I(ω ∧ η) forω, η ∈ H∗
 DR(M),
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