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SB1.2/SM2 Computational Statistics HT20
 Lecturer: Geoff Nicholls
 Lecture 6: LOO-CV. Splines and penalised regression.
 Notes and Problem sheets are available at
 http://www.stats.ox.ac.uk/~nicholls/CompStats/
 (L1-7)
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Bias Recall local polynomial regression, where
 Xx,i = (1, xi − x, (xi − x)2/2, ..., (xi − x)p/p!)and
 θx = argminθx
 n∑i=1
 (yi −Xx,iθx)2K((xi − x)/h)
 The local prediction is θx,1 so so
 m(x) = (1, 0, , ..., 0)PxY
 with Px = (XTxWxXx)−1XT
 xWx and Wx = diag(w1(x), ..., wn(x)).
 If Yi = 1, i = 1, ..., n then m(x) = 1. Define `j(x) = [Px]1,j.
 Since θx,1 =∑nj=1[Px]1,jYj we have
 ∑nj=1 `j(x) = 1 for local
 polynomial smoothers.
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Claim: let a = (a1, ..., ap). In LP regression of order p,∑i
 `i(x)[a1(xi − x) + . . .+ap
 p!(xi − x)p] = 0
 for all a ∈ Rp. Proof: if m(x) is polynomial order p (same
 order as fit) and we observe p + 1 noise-free data points then
 m(x) = m(x). Then m(x) = E(m(x)) =∑i `i(x)m(xi) gives∑
 i
 `i(x)(m(xi)−m(x)) = 0,
 using∑i `i = 1. Since m(x) is polynomial order p,
 m(xi) = m(x) +m(1)(x)(xi − x) + . . .+m(p)
 p!(xi − x)p,
 we have, for all choices of the coefficients m(j)(x), j = 1, ..., p,
 ∑i
 `i(x)[m(1)(x)(xi − x) + . . .+
 m(p)(x)
 p!(xi − x)p] = 0.
 as `i(x), i = 1, ..., n depends on x and xi, i = 1, ..., n, not m(x).

Page 4
                        

Claim: in LP regression of order p the bias is
 E(m(x))−m(x) =m(p+1)(x)
 (p+ 1)!
 ∑j
 (xj − x)p+1`j(x) +R
 with R dominated by terms of order hp+2.
 Proof: in general m(x) is not polynomial of finite order so
 m(xi) = m(x) +m(1)(x)(xi − x) + . . .+m(p)(x)
 p!(xi − x)p
 +m(p+1)(x)
 (p+ 1)!(xi − x)p+1 + . . . ,
 and hence, using the previous result,∑j
 `j(x)m(xj) = m(x) +m(p+1)(x)
 (p+ 1)!
 ∑j
 (xj − x)p+1`j(x) + . . .
 The claim follows as E(m(x)) =∑j `j(x)m(xj).
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Choosing the bandwidth
 How should we choose the bandwidth h? One thing that ob-
 viously wont work is to choose h to minimise RSS =∑i(Yi −
 m(xi))2. This goes to zero as h → 0 (`j(xi) → 1{i = j} so
 m(xi)→ Yi) and the smoother interpolates the data.
 It is natural to measure quality of fit at x by mean squared error
 on a new observation (MSE),
 MSE(h) = E{(Y ′ − mh(x))
 2},
 where the expectation is with respect to an independent new
 observation Y ′ made at x. [MSE defined here for prediction not
 mean as before]
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Supposing our new data is Y ′ = m(x) + ε′ then
 MSE(h) = E((ε′ +m(x)− mh(x))2)
 = var(ε′) + E((m(x)− mh(x))2 ε′ ⊥ mh
 = var(Y ′) + MSE(mh(x))
 and this is a quantity we want to be small over all x-values. Herevar(Y ′) = σ2 say is fixed but we want to choose h to put mh(x)as close as possible to m(x).
 Breaking things down further,
 MSE(h) = var(Y ′) + (m(x)− E(m(x))2 + E((m(x)− E(m(x))2)
 = Noise + Bias2 + Variance
 The bias is in general decreasing if h ↓ 0.Variance is increasing if h ↓ 0.Choice of bandwidth h is a bias-variance tradeoff.
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Cross-validation
 We will minimise the mean summed square error of the fit,MSSE(mh(x)) =
 ∑i(m(xi) − mh(xi))
 2, to balance the MSEacross the design. This is related to the MSSE for prediction.Leave-one-out Cross-Validation (LOO-CV) exploits this link:
 For each value of h, do the following:
 • For each i = 1, . . . , n, compute the estimator m(−i)h (x),
 where m(−i)h (x) is computed without using observation i.
 • The estimated MSSE is then given by
 MSSE(h) = n−1∑i
 (Yi − m(−i)h (xi))
 2.
 Choose the bandwidth h with smallest MSSE(h).
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Notice that
 E((Yi − m(−i)h (xi))
 2) = σ2 +m(xi)2 − 2m(xi)Em−i(xi))
 − E(m(−i)h (xi)
 2)
 = σ2 + E((m(xi)− m(−i)h (xi))
 2)
 because Yi is independent of m(−i)h (xi). Hence
 E(MSSE(h)) = σ2 + n−1∑i
 E((m(xi)− m(−i)h (xi))
 2).
 We might expect that for h close to the optimal value and
 n large, a single point makes little difference to the fit, so
 m(−i)h (xi) ' mh(xi) and hence
 E(MSSE(h)) ' σ2 + n−1∑i
 E((m(xi)− mh(xi))2)
 so the LOOCV score MSSE(h) is an (approximately) unbiased
 estimator for σ2 + MSSE(mh(x)) which is what we want to
 minimise.
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We should choose the bandwidth h∗ = argminh MSSE(h) tominimise the LOO-CV score, as it converges to the bandwidthminimising the mean summed square error MSSE(mh(x)) of thefit.
 Here is the result of applying LOO-CV to the bandwidth of theNW-estimator for the CMB data. The estimated MSSE (dashedline, upper curve), is shown as a function of h. The trainingerror
 n−1n∑i=1
 (Yi − mh(xi)2
 is plotted again as a black line below.
 A bandwidth of about 35-40 (repeated runs) minimised the es-timated MSSE.
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LOO-CV applies to any smoothing scheme with a free parameter
 (such as bandwidth) that controls the fit.
 It is expensive to compute in general, as the fit has to be recal-
 culated n times (once for each left-out observation).
 One approach is to use V-fold cross-validation instead (with V=5
 or V=10). For V-fold CV, observations are left out in blocks of
 n/V at a time, thereby reducing the computation of the estima-
 tor to V times, instead of n times.
 However, for linear smoothers, there is a convenient expression
 for the LOO-CV estimate for the MSE. Recall that for a linear
 smoother,
 Y = SY.

Page 13
                        

The risk (MSSE) under LOO-CV can be written as
 MSSE(h) = n−1n∑i=1
 (Yi − mh(xi)
 1− Sii
 )2,
 since
 Yi − m(−i)h (xi) = Yi − (
 ∑j 6=i
 Sij
 1− SiiYj)
 = (1− Sii)Yi
 1− Sii− (
 ∑j 6=i
 Sij
 1− SiiYj)
 =1
 1− Sii
 (Yi −
 ∑j
 SijYj
 )
 =1
 1− Sii
 (Yi − mh(xi)
 ).

Page 14
                        

We dont need to recompute mh while leaving out each of the nobservations in turn. Notice the similarity with Cook’s distancesand studentised residuals.
 Generalized Cross-Validation Even simpler than using
 MSSE(h) = n−1n∑i=1
 (Yi − mh(xi)
 1− Sii
 )2,
 replace Sii by its average ν/n (where ν =∑i Sii) and get
 Generalized cross validation: Choose bandwidth h that minimizes
 GCV (h) = n−1n∑i=1
 (Yi − mh(xi)
 1− ν/n
 )2.
 The degrees of freedom ν for the fit play thus the same role asthe number p of variables in linear regression.

Page 15
                        

We have two measures of DOF.
 ν = trace(S)
 measures the effective number of parameters in the fit, while
 df = 2trace(S)− trace(STS)
 is the effective DOF in the residual degrees of freedom n− df .
 These may differ (see R-code example).

Page 16
                        

Example: Doppler function Test bed for nonparametric regres-
 sion: Doppler function
 m(x) =√x(1− x) sin
 (2.1π
 x+ .05
 ), 0 ≤ x ≤ 1.
 Below are the fits for three different bandwidths.
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 The data exhibit spatially inhomogeneous smoothness. There is
 no globally optimal choice for the bandwidth h. One can either
 use a local bandwidth or use a global optimization approach.
 Other useful approaches lowess() and loess() [R-code L6.R]

Page 18
                        

Penalized regression
 Penalised regression chooses f = m(x) to minimize
 L(f) =n∑i=1
 (yi − f(xi))2 + λJ(f),
 over all (regular) functions f , where J(f) is a roughness penalty.
 Typically,
 J(f) =∫(f ′′(x))2 dx.
 Parameter λ controls trade-off between fit and penalty.
 • For λ = 0: interpolation
 • For λ→∞: linear least squares line.

Page 19
                        

Fit to the Doppler data for various choices of penalty λ.
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 Squared error loss∑ni=1(Yi− m(x))2 is decreasing from left to
 right. Roughness∫x m′′(x) dx is increasing from left to right.
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Splines Let ξ1 < ξ2 < . . . < ξn be a set of ordered points, so-called knots, contained in an interval (a, b). A cubic spline is acontinuous function g such that
 (i) g is a cubic polynomial over (ξ1, ξ2), . . ., and(ii) g has a continuous first and second derivatives at the knots.
 An M-th order spline is a piecewise M − 1-degree polynomialwith M − 2 continuous derivatives at the knots.
 A spline that is linear beyond the boundary is called a naturalspline. The function f = m minimizing
 L(f) = RSS(f) + λJ(f)
 over f ∈ C2 is a natural cubic spline with knots at the datapoints. It is called a smoothing spline.

Page 21
                        

Optimality of splines for smooth interpolation
 Given a sequence of values f1, . . . , fn at specified locations x1 <x2 < · · · < xn, find a smooth curve g(x) that passes throughthe points (x1, f1), (x2, f2), . . . , (xn, fn).
 Definition: The natural cubic spline g is an interpolating func-tion that satisfies the following conditions:
 (i) g(xj) = fj, j = 1, . . . , n,
 (ii) g(x) is cubic on subintervals (xk, xk+1), k = 1, . . . , (n− 1),
 (iii) g(x), g′(x) and g′′(x) are continuous (g ∈ C2), and
 (iv) g′′(x1) = g′′(xn) = 0.

Page 22
                        

Claim: The natural cubic spline g has the property that∫ xnx1
 (g′′(x)
 )2dx 6
 ∫ xnx1
 (h′′(x)
 )2dx,
 where h is any other function satisfying conditions (i), (iii) and
 (iv). Proof: [whiteboard and lecture notes]
 Claim: the function f = m minimizing L(f) = RSS(f)+λJ(f),
 L(f) =n∑i=1
 (yi − f(xi))2 + λ∫(f ′′(x))2 dx.
 over f ∈ C2 is a smoothing spline. Proof: Suppose the solution
 is h (not a spline). Let m(x) be a spline interpolating h(x) at
 xi so m(xi) = h(xi), i = 1, ..., n. Then RSS(m) = RSS(h)but J(m) ≤ J(h), so L(m) ≤ L(h).
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