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A Linear-Size Logarithmic Stretch
 Path-Reporting Distance Oracle for General Graphs
 Michael Elkin ∗ Seth Pettie †
 October 6, 2014
 Abstract
 In a seminal paper [27] for any n-vertex undirectedgraph G = (V,E) and a parameter k = 1, 2, . . .,Thorup and Zwick constructed a distance oracle ofsize O(kn1+1/k) which upon a query (u, v) constructsa path Π between u and v of length δ(u, v) such thatdG(u, v) ≤ δ(u, v) ≤ (2k−1)dG(u, v). The query time ofthe oracle from [27] is O(k) (in addition to the length ofthe returned path), and it was subsequently improvedto O(1) [29, 11]. A major drawback of the oracle of[27] is that its space is Ω(n · log n). Mendel and Naor[18] devised an oracle with space O(n1+1/k) and stretchO(k), but their oracle can only report distance estimatesand not actual paths. In this paper we devise a path-reporting distance oracle with size O(n1+1/k), stretchO(k) and query time O(nε), for an arbitrarily smallε > 0. In particular, for k = log n our oracle provideslogarithmic stretch using linear size. Another variant ofour oracle has linear size, polylogarithmic stretch, andquery time O(log log n).
 For unweighted graphs we devise a distance ora-cle with multiplicative stretch O(1), additive stretchO(β(k)), for a function β(), space O(n1+1/k · β), andquery time O(nε), for an arbitrarily small constantε > 0. The tradeoff between multiplicative stretch andsize in these oracles is far below Erdos’s girth conjecturethreshold (which is stretch 2k − 1 and size O(n1+1/k)).
 ∗Department of Computer Science, Ben-Gurion University of
 the Negev, Beer-Sheva, 84105, Israel, [email protected]
 This research has been supported by the Israeli Academy of
 Science, grant 593/11, and by the Binational Science Foundation,
 grant 2008390. This research has also been supported by the
 Lynn and William Frankel Center for Computer Science. A part
 of this research was performed while visiting the the Center for
 Massive Algorithms (MADALGO), which is supported by Danish
 National Research Foundation grant DNRF84.†Department of Computer Science, University of Michigan,
 Ann Arbor.
 This research has been supported by the Binational Science
 Foundation, grant 2008390. A part of this research was performed
 while visiting the Center for Massive Algorithms (MADALGO),
 which is supported by Danish National Research Foundation grant
 DNRF84.
 Breaking the girth conjecture tradeoff is achieved byexhibiting a tradeoff of different nature between addi-tive stretch β(k) and size O(n1+1/k). A similar type oftradeoff was exhibited by a construction of (1 + ε, β)-spanners due to Elkin and Peleg [16]. However, so far(1 + ε, β)-spanners had no counterpart in the distanceoracles’ world.
 An important novel tool that we develop on the wayto these results is a distance-preserving path-reportingoracle. We believe that this oracle is of independentinterest.
 1 Introduction
 1.1 Distance Oracles for General Graphs Inthe distance oracle problem we wish to preprocess aweighted undirected n-vertex graph G = (V,E). As aresult of this preprocessing we construct a compact datastructure (which is called distance oracle) D(G), whichgiven a query pair (u, v) of vertices will efficiently returna distance estimate δ(u, v) of the distance dG(u, v)between u and v in G. Moreover, the distance oracleshould also compute an actual path Π(u, v) of lengthδ(u, v) between these vertices in G. We say that adistance oracle is path-reporting if it does produce thepaths Π(u, v) as above; otherwise we say that it is notpath-reporting.
 The most important parameters of a distance oracleare its stretch, its size, and its worst-case query time.1
 The stretch α of a distance oracle D(G) is the smallest(in fact, infimum) value such that for every u, v ∈ V ,dG(u, v) ≤ δ(u, v) ≤ α · dG(u, v).
 The term distance oracle was coined by Thorup andZwick [27]. See their paper also for a very persuasivemotivation of this natural notion. In their seminalpaper Thorup and Zwick [27] devised a path-reportingdistance oracle (henceforth, TZ oracle). The TZ oracle
 1The query time of all path-reporting distance oracles that we
 will discuss is of the form O(q+ |Π|), where Π is the path returned
 by the query algorithm. To simplify the notation we will often
 omit the additive term of O(|Π|).
 805 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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with a parameter k = 1, 2, . . . has size O(k · n1+1/k),stretch 2k − 1 and query time O(k). As argued in[27], this tradeoff between size and stretch is essentiallyoptimal for k ≤ logn
 log logn , as Erdos’ girth conjecture
 implies that Ω(n1+1/k) space is required for any k. Note,however, that k · n1+1/k = Ω(n · log n), and Thorupand Zwick [27] left it open if one can obtain meaningfuldistance oracles of linear size (or, more generally, sizeo(n log n)).
 A partial answer to this question was providedby Mendel and Naor [18], who devised a distanceoracle with size O(n1+1/k), stretch O(k) and querytime O(1). Alas, their distance oracle is inherently notpath-reporting. Specifically, the oracle of [18] stores acollection of O(k · n1/k) hierarchically-separated trees(henceforth, HSTs; see [7] for its definition), whose sizessum up to O(n1+1/k). The query algorithm for thisoracle can return paths from these HSTs, i.e., pathswhich at best can belong to the metric closure of theoriginal graph. These paths will typically not belong tothe graph itself.
 One can try to convert this collection into a collec-tion of low-stretch spanning trees of the input graph Gusing star-decomposition or petal-decomposition tech-niques (see [14, 2]). However, each of this spanning treesis doomed to have n−1 edges, making the size of the en-tire structure as large as Ω(k·n1+1/k). (In addition, withthe current state-of-the-art techniques with low-stretchspanning trees one can only achieve bounds which aresomewhat worse than the optimal ones achievable withHSTs. Hence the approach that we have just outlinedwill probably produce an oracle with stretch ω(k), whileusing space O(k · n1+1/k).)
 Another result in this direction was recently ob-tained by Elkin, Neiman and Wulff-Nilsen [15]. For aparameter t ≥ 1 their oracle uses space O(n · t) and
 provides stretch O(√t ·n2/
 √t) for weighted graphs. The
 query time of their oracle is O(log t · logn wmax), wherewmax is the aspect ratio of the graph, i.e., the ratiobetween the heaviest and the lightest edge. For un-weighted graphs their oracle exhibits roughly the samebehavior. For a parameter ε > 0 it uses space O(n · t/ε)and provides stretch O(t · n1/t(t+ nε/t)).
 The distance oracles of [15] are the first path-reporting oracles that use o(n log n) space and providenon-trivial stretch. However, their stretch is by farlarger than that of the oracles of [27, 18]. Therefore thetantalizing problem of whether one can have a linear-sizepath-reporting distance oracle with logarithmic stretchremained wide open. In the current paper we answerthis question in the affirmative. For any k, logn
 log logn ≤k ≤ log n, and any arbitrarily small constant ε > 0,our path-reporting distance oracle has stretch O(k),
 size O(n1+1/k) and query time O(nε). (When ε > 0is subconstant the stretch becomes O(k) · (1/ε)O(1).)Hence our oracle achieves an optimal up to constantfactors tradeoff between size and stretch in the range
 lognlog logn ≤ k ≤ log n, i.e., in the range ”missing” inthe Thorup-Zwick’s result. Though our query timeis nε for an arbitrarily small constant ε > 0 is muchlarger than Thorup-Zwick’s query time, we stress thatall existing path-reporting distance oracles either usespace Ω(n · log n) [27, 29, 11] or have stretch nΩ(1)
 [15]. (The query time of the TZ oracle was recentlyimproved to O(1) in [29, 11].) The only previouslyexisting path-reporting distance oracle that achievesthe optimal tradeoff in this range of parameters canbe obtained by constructing a (2k − 1)-spanner2 withO(n1+1/k) edges and answering queries by conductingDijkstra explorations in the spanner. However, withthis approach the query time is O(n1+1/k). Our resultis a drastic improvement of this trivial bound fromO(n1+1/k) to O(nε), for an arbitrarily small constantε > 0.
 We also can trade between the stretch and thequery time. Specifically, a variant of our oracleuses O(n log log n) space, has stretch O(loglog4/3 7 n) ≈O(log6.76 n) and query time O(log log n). For a com-parison, the path-reporting distance oracle of [15] withthis stretch uses space Ω(n · logn
 log logn ) and has query time
 O(log log n · logn wmax).We also remark that using a super-constant (but
 not trivial) query time is a common place by now in thedistance oracles literature. In particular, this is the casein the oracles of Porat and Roditty [23], Agarwal andGodfrey [4] and of Agarwal et al. [5].
 1.2 Distance Oracles with Stretch (α, β) forUnweighted Graphs We say that a distance oracleD(G) provides stretch (α, β) for a pair of parametersα ≥ 1, β ≥ 0 if for any query (u, v) it constructs apath Π(u, v) of length δ(u, v) which satisfies dG(u, v) ≤δ(u, v) ≤ α ·dG(u, v)+β. The notion of (α, β)-stretch isoriginated from the closely related area of spanners. Asubgraph G′ = (V,H) is said to be an (α, β)-spanner ofa graph G = (V,E) , H ⊆ E, if for every pair u, v ∈ V ,it holds that dH(u, v) ≤ α · dG(u, v) + β.
 This notion was introduced in [16], where it wasshown that for any ε > 0 and k = 1, 2, . . ., for anyn-vertex unweighted graph G = (V,E) there existsa (1 + ε, β)-spanner with O(β · n1+1/k) edges, whereβ = β(ε, k) is independent of n. Later a numberof additional constructions of (1 + ε, β)-spanners with
 2For a parameter t ≥ 1, G′ = (V,H) is a t-spanner of a graph
 G = (V,E), H ⊆ E, if dH(u, v) ≤ t · dG(u, v).
 806 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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similar properties were devised in [13, 28, 22].It is natural to attempt converting these construc-
 tions of spanners into distance oracles with a similartradeoff between stretch and size. However, generallyso far such attempts were not successful. See, e.g., thediscussion titled ”Additive Guarantees in Distance Or-acles” in the introduction of [19]. Patrascu and Roditty[19] devised a distance oracle with stretch (2, 1) and sizeO(n5/3), and query time O(1). Abraham and Gavoille[1] generalized the result of [19] to devise a distance or-acle with stretch (2k−2, 1) and space O(n1+(2/(2k−1))).(The query time in [1] is unspecified.)
 Note, however, that neither of these previous resultsachieves multiplicative stretch o(k) with size O(n1+1/k),at the expense of an additive stretch. (This is thecase with the result of [16] in the context of spanners,where the multiplicative stretch becomes as small as1 + ε, for an arbitrarily small ε > 0.) In this paper wedevise the first distance oracles that do achieve such atradeoff. Specifically, our path-reporting distance oraclehas stretch (O(1), β(k)), space O(β(k) ·n1+1/k), β(k) =kO(log log k), and query time O(nε), for an arbitrarilysmall ε > 0. The multiplicative stretch O(1) here isa polynomial function of 1/ε, but it can be made muchsmaller than k. (Think, e.g., of ε > 0 being a constantand k being a slowly growing function of n.) We canalso have stretch (o(k), β(k)), space O(β(k)·n1+1/k) and
 query time nO(k−γ), where γ > 0 is a universal constant.(Specifically, the theorem holds, e.g., for γ = 1/7.)
 In both these results the tradeoff between multi-plicative stretch and size of the oracle is below Erdos’girth conjecture barrier (which is stretch 2k − 1 andspace O(n1+1/k)). In fact, even if Erdos’ girth conjec-ture is wrong, still it is known that (when the additivestretch is 0) the tradeoff between multiplicative stretchand size cannot be below the curve given by stretch kand space O(n1+1/k). Our results, like the results of[16] for spanners, break this barrier by introducing anadditive stretch β(k). To the best of our knowledge,our distance oracles are the first distance oracles thatexhibit this behavior.
 1.3 Distance Oracles for Sparse Graphs A cen-tral ingredient in all our distance oracles is a new path-reporting distance oracle for graphs with O(n) edges.The most relevant result in this context is the paper byAgarwal et al. [5]. In this paper the authors devised a(not path-reporting)3 linear-size distance oracle which
 3It was erroneously claimed in [5] that all their distance oracles
 are path-reporting. While their distance oracles with stretch
 smaller than 3 are path-reporting (albeit their space requirement
 is superlinear), this is not the case for their oracles with stretch
 4k − 1, k ≥ 1 [3].
 given a parameter k = 1, 2, . . . provides distance esti-mates with stretch 4k − 1, uses linear space and hastime O(n1/(k+1)). (Their result is, in fact, more generalthan this. We provide this form of their result to fa-cilitate the comparison.) In this paper we present thefirst path-reporting linear-size distance oracle for thisrange of parameters. Specifically, our linear-size oracle(see Corollary 6.1) has stretch O(klog4/3 7) and querytime O(n1/k), for any constant parameter k of the formk = (4/3)h, h = 1, 2, . . ..
 1.4 Distance-Preserving Distance Oracle In [12]the authors showed that for any n-vertex graph G =(V,E) and a collection P of P pairs of vertices thereexists a subgraph G′ = (V,H) of size O(maxn +
 √n ·
 P,√P · n) so that for every (u, v) ∈ P, dH(u, v) =
 dG(u, v). In this paper we devise the first distance-oracle counterpart of this result. Specifically, ourdistance oracle uses O(n+P 2) space, and for any query(u, v) ∈ P it produces the exact shortest path Π betweenu and v in O(|Π|) time, where |Π| is the number of edgesin Π.
 We employ this distance oracle very heavily in allour other constructions.
 Remark: The construction time of our distance-preserving oracle is O(n · P 2) + O(m ·minn, P). Theconstruction time of our path-reporting oracle for sparsegraphs is O(m ·n) = O(n2λ), where λ = m/n. The con-struction time of our oracles with nearly-linear space forgeneral graphs is O(n2+1/k). Finally, the constructiontime of our oracle for unweighted graphs with a hy-brid multiplicative-additive stretch is O(β(k)n2+1/k) =kO(log log k)O(n2+1/k). (In both cases k is the stretchparameter of the respective oracle.)
 1.5 Related Work There is a huge body of litera-ture about distance oracles by now. In addition to whatwe have already surveyed there are probe-complexitylower bounds by Sommer et al. [26]. There is an impor-tant line of work by Patrascu et al. [20, 19] on oracleswith rational stretch. Finally, Baswana and Sen [10],Baswana and Kavitha [9] and Baswana et al. [8] im-proved the preprocessing time of the TZ oracle.
 1.6 Structure of the Paper We start with describ-ing our distance preserving oracle (Section 3). We thenproceed with devising our basic path-reporting oraclefor sparse graphs (Section 4). This oracle can be viewedas a composition of an oracle from Agarwal et al. [5] withour distance-preserving oracle from Section 3. The ora-cle is described for graphs with small arboricity. Its ex-tension to general sparse graphs (based on a reduction
 807 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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from [5]) is described in Section 5. Then (in Section6) we devise a much more elaborate multi-level path-reporting oracle for sparse graphs. The oracle of [5]and our basic oracle from Section 4 both use just oneset of sampled vertices. Our multi-level oracle uses acarefully constructed hierarchy of sampled sets whichenables us to get the query time down from n1/2+ε tonε. Next we proceed (Section 7) to using this multi-leveloracle for a number of applications. Specifically, we useit to construct a linear-size logarithmic stretch path-reporting oracle for general graphs with query time nε,and oracles with hybrid multiplicative-additive stretchfor unweighted graphs.
 2 Preliminaries
 For a pair of integers a ≤ b, we denote [a, b] =a, a + 1, . . . , b, and [b] = [1, b]. The arboricity of
 a graph G is given by λ(G) = maxU⊆V,|U |≥2|E(U)||U |−1 ,
 where E(U) is the set of edges induced by the vertexset U . We denote by degG(u) the degree of a ver-tex u in G; we omit G from this notation wheneverG can be understood from the context. We use the no-tation O(f(n)) = O(f(n)polylog(f(n))) and Ω(f(n) =Ω(f(n)/polylog(f(n))).
 3 A Distance-Preserving Path-ReportingOracle
 Consider a directed weighted n-vertex graph G =(V,E, ω). (The result given in this section applies toboth directed and undirected graphs. However, ourother distance oracles apply only to undirected graphs.)Let Pairs ⊆
 (V2
 )be a subset of ordered pairs of vertices.
 We denote its cardinality by P = |Pairs|. In thissection we describe a distance oracle which given a pair(u, v) ∈ Pairs returns a shortest path Πu,v from u to vin G. The query time of the oracle is proportional tothe number of edges (hops) |Πu,v| in Πu,v. The oracleuses O(n+ P 2) space.
 The construction of the oracle starts with comput-ing a set Paths = Πu,v | (u, v) ∈ Pairs of shortestpaths between pairs of vertices from Pairs. This collec-tion of shortest paths is required to satisfy the propertythat if two distinct paths Π,Π′ ∈ Paths traverse twocommon vertices x and y in the same order (i.e., e.g.,both traverse first x and then y), then they necessarilyshare the entire subpath between x and y. It is arguedin [12] that this property can be easily achieved.
 We will need the following definitions from [12].For a path Π = (u0, u1, . . . , uh) and a vertex ui ∈
 V (Π), the predecessor of ui in Π, denoted predΠ(ui),is the vertex ui−1 (assuming that i ≥ 1; otherwiseit is defined as NULL), and the successor of ui in Π,
 denoted succΠ(ui), is the vertex ui+1 (again, assumingthat i ≤ h− 1; otherwise it is NULL).
 Definition [12]: A branching event (Π,Π′, x) is atriple with Π,Π′ ∈ Paths being two distinct pathsand x ∈ V (Π) ∩ V (Π′) be a vertex that belongsto both paths and such that predΠ(x), succΠ(x) 6=predΠ′(x), succΠ′(x). We will also say that the twopaths Π,Π′ branch at the vertex x.
 Note that under this definition if Π traversesedges (ui−1, ui), (ui, ui+1) and Π′ traverses edges(ui+1, ui), (ui, ui−1) then (Π,Π′, ui) is not a branchingevent.
 It follows directly from the above property of thecollection Paths (see also [12], Lemma 7.5, for a moreelaborate discussion) that for every pair of distinct pathsΠ,Π′ ∈ Paths, there are at most two branching eventsthat involve that pair of paths. Let B denote the setof branching events. The overall number of branchingevents for the set Paths is |B| ≤ |Paths|2 = P 2. Ouroracle will keep O(1) data for each vertex and O(1) datafor each branching event, i.e., O(n + |B| + P ) data intotal.
 Specifically, in our oracle for every vertex v ∈ V wekeep an identity of some path Π ∈ Paths that containsv as an internal point, and two edges of Π incident onv. (If there is no path Π ∈ Paths that contains v as aninternal point, then our oracle stores nothing for v inthis data structure.) The path Π stored for v will bereferred to as the home path of v.
 In addition, for every branching event (Π,Π′, v) wekeep the (at most four) edges of Π and Π′ incidenton v. Finally, for every pair (x, y) ∈ Pairs we alsostore the first and the last edges of the path Πx,y.Observe that the resulting space requirement is at mostO(n + |B| + P ) = O(n + P 2). We assume that thebranching events are stored in a hash table of linearsize, which allows membership queries in O(1) time perquery.
 The query algorithm proceeds as follows. Given apair (x, y) ∈ Pairs, we find the first edge (x, x′) of thepath Πx,y, and ”move” to x′. Then we check if (x′, y) isthe last edge of Πx,y. If it is then we are done. Otherwiselet Π(x′) denote the home path of x′. (Observe thatsince the vertex x′ is an internal vertex in Πx,y, it followsthat there exists a home path Π(x′) for x′.)
 Next, we check if Π(x′) = Πx,y. (This check isperformed by comparing the identities of the two paths.)If it is the case then we fetch the next edge (x′, x′′)of Π(x′), and move to x′′. Otherwise (if Π(x′) 6=Π(x, y)) then we check if the triple (Π(x′),Πx,y, x
 ′) isa branching event. This check is performed by queryingthe branching events’ hash table.
 808 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
 Dow
 nloa
 ded
 02/1
 0/15
 to 1
 41.2
 12.1
 09.2
 41. R
 edis
 trib
 utio
 n su
 bjec
 t to
 SIA
 M li
 cens
 e or
 cop
 yrig
 ht; s
 ee h
 ttp://
 ww
 w.s
 iam
 .org
 /jour
 nals
 /ojs
 a.ph
 p

Page 5
                        

If there is no branching event (Π(x′),Πx,y, x′) then
 we again fetch the next edge (x′, x′′) of Π(x′), and moveto x′′. (In fact, the algorithm does not need to separatebetween this case and the case that Π(x′) = Πx,y. Wedistinguished between these cases here for clarity ofpresentation.)
 Finally, if there is a branching event (Π(x′),Πx,y, x′)
 then we fetch from our data structure all the informa-tion associated with this event. In particular, we fetchthe next edge (x′, x′′) of Πx,y, and move to x′′.
 In all cases the procedure then recurses with x′′. Itis easy to verify that using appropriate hash tables allqueries can be implemented in O(1) time per vertex,and in total O(|Πx,y|) time. We summarize this sectionwith the following theorem.
 Theorem 3.1. Given a directed weighted graph G =(V,E, ω) and a collection Pairs ⊆
 (V2
 )of pairs of
 vertices, our distance-preserving path-reporting oracle(shortly, DPPRO) reports shortest paths Πx,y for querypairs (x, y) ∈ Pairs in O(|Πx,y|) time. The oracleemploys O(n+|B|+P ) = O(n+P 2) space, where B is theset of branching events for a fixed set of shortest pathsbetween pairs of vertices from Pairs, and P = |Pairs|.
 One can construct the shortest paths in O(m ·minP, n) time. Then for each vertex v one keepsthe list of paths that traverse v. For every such pathone keeps the two edges of this path which are incidenton v. In overall O(n · P 2) additional time one can usethese lists to create the list of branching events. A hashtable with them can be constructed in additional O(P 2)time. Hence the overall construction time of this oracleis O(m ·minP, n) +O(n · P 2).
 4 A Basic Distance Oracle for Graphs withBounded Arboricity
 In this section we describe a basic variant of ourpath-reporting distance oracle for weighted undirectedgraphs G = (V,E, ω) of arboricity λ(G) ≤ λ, forsome parameter λ. (We will mostly use this oracle forconstant or small values of λ. On the other hand, theresult is meaningful for higher values of λ as well.) Ouroracle reports paths of stretch O(k), for some positiveinteger parameter k. Unlike the partial oracle fromSection 3, the oracle in this section is a full one, i.e.,it reports paths for all possible queries (u, v) ∈
 (V2
 ).
 This is the case also for all our other oracles, whichwill be described in consequent sections. The expected
 query time of our oracle is O(n1/2+ 12k+2 · λ). (Whp4,
 4Here and thereafter we use the shortcut ”whp” for ”with
 high probability”. The meaning is that the probability is at least
 1− n−c, for some constant c ≥ 2.
 the query time is O(n1/2+ 12k+2 · log n · λ).) The oracle
 requires O(n) space, in addition to the space requiredto store the graph G itself. Observe that for λ = O(1)the query time is O(n1/2+ε), for an arbitrarily smallconstant ε > 0, while the stretch is O( 1
 ε ) = O(1). InSection 5 we extend this oracle to general m-edge n-vertex graphs with λ = m
 n .Our basic oracle employs just one level of sampled
 vertices, which we (following the terminology of [5]) calllandmarks. Each v ∈ V is sampled independently atrandom with probability ρ
 n , where ρ is a parameterwhich will be determined in the sequel. Denote byL the set of sampled vertices (landmarks). Note thatIE(|L|) = ρ.
 For every vertex v ∈ V we keep the path Π(v) toits closest landmark vertex `(v), breaking ties arbitrar-ily. Denote by D(v) the length w(Π(v)) of this path.This is a collection of vertex-disjoint shortest paths trees(shortly, SPTs) T (u) | u ∈ L, where each T (u) isan SPT rooted at u for the subset v | dG(u, v) ≤dG(u′, v),∀u′ 6= u, u, u′ ∈ L. (Ties are broken arbitrar-ily.) This collection is a forest, and storing it requiresO(n) space.
 The oracle also stores the original graph G. Forthe set of landmarks we compute the complete graphL = (L,
 (L2
 ), dG|L). Here dG|L stands for the metric
 of G restricted to the point set L. (In other words,in the landmarks graph L, for every pair u, u′ ∈L of distinct landmarks the weight ωL(u, u′) of theedge (u, u′) connecting them is defined by ωL(u, u′) =dG(u, u′).)
 Next we invoke Thorup-Zwick’s distance oracle [27]with a parameter k. (Henceforth we will call it the TZoracle.) One can also use here Mendel-Naor’s oracle[18], but the resulting tradeoff will be somewhat inferiorto the one that is obtained via the TZ oracle. Denoteby H the TZ distance oracle for the landmarks graphL. The oracle requires O(k · |L|1+1/k) space, and itprovides (2k−1)-approximate paths Πu,u′ in L for pairsof landmarks u, u′ ∈ L. The query time is O(k) (plusO(|Πu,u′ |)). Observe that some edges of Πu,u′ may notbelong to the original graph G. We note also that byusing more recent oracles [11, 29] one can have herequery time O(1), but this improvement is immaterialfor our purposes.
 The TZ oracle H has a useful property that theunion H =
 ⋃Πu,u′ | (u, u′) ∈
 (L2
 ) of all paths
 that the oracle returns forms a sparse (2k− 1)-spanner.Specifically, IE(|H|) = O(k · |L|1+1/k). (This propertyholds for Mendel-Naor’s oracle as well, but there thestretch of the spanner is O(k), where the constanthidden by the O-notation is greater than 2. On theother hand, their space requirement is O(|L|1+1/k),
 809 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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rather than O(k·|L|1+1/k).) Fix an oracleH as above for|H| = O(k · |L|1+1/k). Whp such an H will be computedby running the procedure that computes the TZ oraclefor O(log n) times. We will view the spanner H as acollection of pairs of vertices of our original graph G.
 Finally, we invoke our distance preserving oracle(shortly, DPPRO) from Section 3 on the graph G andset Pairs = H. We will refer to this oracle as D(G,H).Its size is, with high probability, O(n + |H|2) = O(n +k2 · |L|2+2/k). Upon a query (y, y′) ∈ H, this oraclereturns a shortest path Πy,y′ between y and y′ in G intime O(|Πy,y′ |).
 Observe that |L| is the sum of identical independentindicator random variables |L| =
 ∑v∈V Iv, where Iv is
 the indicator random variable of the event v ∈ L.Hence, by Chernoff’s inequality, for any constant ε > 0,
 IP(|L| > (1 + ε)IE(|L|)) = IP(|L| > (1 + ε) · ρ)
 < exp(−Ω(ρ)) .
 We will set the parameter ρ to be at least c log n, fora sufficiently large constant c. This will ensure thatwhp |L| = O(ρ), and so |L|2+2/k = O(ρ2+2/k). Set ρ
 so that k2 · ρ2+2/k = Θ(n), i.e., ρ = nk
 2k+2 · 1k . This
 guarantees that aside from the storage needed for theoriginal graph, the total space used by our oracle isO(n).
 This completes the construction algorithm of ouroracle. Next we describe its query algorithm. Weneed the following definition. For a vertex v ∈ V , letBall(v) = x | dG(v, x) < dG(v, `(v)) denote the setof all vertices x which are closer to v than the closestlandmark vertex `(v) to v.
 Given a pair u, v of vertices of G, our oracle startswith testing if u ∈ Ball(v) and if v ∈ Ball(u). To testif u ∈ Ball(v) we just conduct a Dijkstra explorationrooted at v in the graph G, until we discover either uor `(v). (Recall that G is stored in our oracle.) If u isdiscovered before `(v) we conclude that u ∈ Ball(v),and return the (exact) shortest path between them.Otherwise we conclude that u 6∈ Ball(v). Analogously,the algorithm tests if v ∈ Ball(u).
 Henceforth we assume that u 6∈ Ball(v) and v 6∈Ball(u), and therefore the two searches returned u′ =`(u), v′ = `(v), and the shortest paths Π(u) and Π(v)between u and u′ and between v and v′, respectively.(In fact, using the forest of SPTs rooted at landmarksthat our oracle stores, the query algorithm can computeshortest paths between u and u′ and between v and v′
 in time proportional to the lengths of these paths.) Ob-serve that dG(u′, v′) ≤ dG(u′, u) + dG(u, v) + dG(v, v′),and dG(u′, u), dG(v, v′) ≤ dG(u, v). Hence dG(u′, v′) ≤3 · dG(u, v).
 Then the query algorithm invokes the query al-gorithm of the oracle H for the landmarks graph L.The latter algorithm returns a path Π′ = (u′ =z0, z1, . . . , zh = v′) in L between u′ and v′. The lengthωL(Π′) of this path is at most (2k − 1) · dG(u′, v′) ≤(6k − 3) · dG(u, v). The time required for this com-putation is O(k + h), where |Π′| = h. For each edge(zi, zi+1) ∈ Π′, i ∈ [0, h − 1], we invoke the query al-gorithm of the DPPRO D(G,H). (The edges (zi, zi+1)of the path Π′ are typically not edges of the originalgraph. H is a (2k − 1)-spanner of L produced by theoracle H. Observe that Π′ ⊆ H, and so (zi, zi+1) ∈ H,for every index i ∈ [0, h − 1].) The oracle D(G,H) re-turns a path Πi between zi and zi+1 in G of lengthωL(zi, zi+1) = dG(zi, zi+1). Let Π = Π0 · Π1 · . . . · Πh−1
 be the concatenation of these paths. Observe that Π isa path in G between z0 = u′ and zh = v′, and
 ω(Π) =
 h−1∑i=0
 ω(Πi) =h−1∑i=0
 dG(zi, zi+1)
 =
 h−1∑i=0
 ωL(zi, zi+1) = ωL(Π′)
 ≤ (6k − 3) · dG(u, v) .
 Finally, the query algorithm returns the concatenatedpath Π = Π(u) ·Π ·Π(v) as the approximate path for thepair u, v. This completes the description of the queryalgorithm of our basic oracle. Observe that
 ω(Π) = ω(Π(u)) + ω(Π) + ω(Π(v))
 ≤ dG(u, v) + (6k − 3) · dG(u, v) + dG(u, v)
 = (6k − 1) · dG(u, v) .
 Next, we analyze the running time of the query algo-rithm. First, consider the step that tests if v ∈ Ball(u)and if u ∈ Ball(v). Denote by X the random variablethat counts the number of vertices discovered by somefixed Dijkstra exploration originated at u before thelandmark `(u) is discovered. We order all graph verticesby their distance from u in a non-decreasing order, i.e.,u = u0, u1, . . . , un−1, such that dG(u, ui) ≤ dG(u, uj)for i ≤ j. (This is the order in which the aforementionedDijkstra exploration originated at u discovers them.)For an integer value 1 ≤ t ≤ n − 1, the probabilitythat X = t is equal to the probability that the verticesu0, u1, . . . , ut−1 are all not sampled and the vertex ut issampled. Hence X is distributed geometrically with theparameter p = ρ/n. Hence
 IE(X) =n−1∑t=1
 (1− p)t · p · t ≤ 1
 p=
 n
 ρ.(4.1)
 810 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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Also, obviously for any positive constant c, IP(X >nρ c lnn) ≤ (1 − ρ/n)(n/ρ)c lnn ≤ n−c, i.e., whp X =
 O(nρ log n).Recall that the graph G has arboricity at most λ,
 and thus any set of n′ ≤ n vertices induces O(n′ · λ)edges. Hence Dijkstra algorithm traverses expectedO(nρλ) edges, and whp O(nρλ log n) edges. In anunweighted graph such exploration requires time linearin the number of edges, and in weighted5 graphs therequired time is O(nρ (λ + log n)) in expectation, and
 O(nρλ · log n) whp. (Recall that Dijkstra algorithm
 that scans a subgraph (V ′, E′) requires time O(|E′| +|V ′| log |V ′|).)
 The second step of our query algorithm queries thedistance oracle H for the landmarks graph L. (Thequery is (u′, v′), u′ = `(u), v′ = `(v).) This queryreturns a path Π′ between u′ and v′ in L in time O(|Π′|+k). Finally, for each of the h = |Π′| edges (zi, zi+1),i = 0, 1, . . . , h − 1 of the path Π′, the query algorithminvokes our DPPRO D(G,H) with the query (zi, zi+1).This oracle returns the shortest path Πi between zi andzi+1 in G within time O(|Πi|). Finally, the algorithmreturns the concatenated path Π = Π(u) · Π0 · Π1 · . . . ·Πh−1 · Π(v). The running time required for producing
 the path Π0 · . . . · Πh−1 is O(∑h−1i=0 |Πi|) = O(|Π|),
 and |Π′| ≤ |Π|. Hence the overall expected runningtime of the algorithm is O(nρ · λ + |Π|) for unweighted
 graphs, and is O(nρ · (λ + log n) + |Π|) for weighted.
 (Observe that the additive term of O(k) is dominatedby O(nρ · λ). Specifically, we will be using ρ ≤ n/ log n,
 and k ≤ O(log n).) For the high-probability bounds oneneeds to multiply the first term of the running time byan additional O(log n) factor in both the unweightedand the weighted cases.
 Now we substitute ρ = 1k · n
 k2k+2 . The resulting
 expected query time becomes O(k ·n12 + 1
 2k+2 ·λ)+O(|Π|).We summarize the properties of our basic oracle in thefollowing theorem.
 Theorem 4.1. For an undirected n-vertex graph G ofarboricity λ and a positive integer parameter k =1, 2, . . ., there exists a path-reporting distance oracleof size (whp) O(n) (in addition to the size requiredto store the input graph G) that returns (6k − 1)-approximate shortest paths Π. The expected query
 5One subtlety: we have to avoid scanning too many edges with
 just one endpoint in Ball(u). We store the edges incident to each
 vertex x in increasing order of their weights, and relax them in
 that order when x is scanned. As soon as an edge (x, y) is relaxed
 such that the tentative distance to y is greater than dG(u, `(u))
 we can dispense with relaxing the remaining edges. Alternatively,
 a modification of the sampling rule which we describe in Section
 5 also resolves this issue.
 time is O(n12 + 1
 2k+2 · k · λ) in unweighted graphs and
 O(n12 + 1
 2k+2 ·k · (λ+log n)) in weighted ones. (The samebounds on the query time apply whp if one multipliesthem by O(log n). In addition, in all cases the querytime contains the additive term O(|Π|).)
 In particular, Theorem 4.1 implies that for anyconstant ε > 0 one can have a path-reporting oraclewith query time O(n1/2+ελ), which provides O(1)-approximate shortest paths for weighted undirectedgraphs. Observe also that for k = 1 we obtain a5-approximate path-reporting oracle with query timeO(n3/4λ). We remark that to get the latter oracle onedoes not need to use the TZ oracle for the landmarksgraph L. Rather one can build a DPPRO H for allpairs of landmarks. (In this case ρ = n1/4, |L| = O(ρ),|Pairs| = |
 (L2
 )| = O(ρ2) = O(
 √n), and so the size of the
 oracle H is O(|Pairs|2 + n) = O(n).)One can build the forest of SPTs rooted at the
 landmarks in O(m) time. In additional O(m · ρ) =
 O(k ·m · n1/2− 12k+2 ) time one can construct the metric
 closure of L, i.e., the graph L. This graph has n′ = ρvertices and m′ ≤ ρ2 edges. In O(km′ · n′1/k) =
 O(kρ2+1/k) = O(k · n2k+12k+2 ) time one can construct the
 TZ oracle for it. To construct the DPPRO with P =O(k · ρ1+1/k) = O(k · n1/2) pairs one needs O(n · P 2) +
 O(k ·m · n1/2− 12k+2 ) = O(k2 · n2) + O(k ·m · n1/2− 1
 2k+2 )time. Hence the overall construction time of this oracleis O(k2 · n2) + O(k ·m · n1/2− 1
 2k+2 ).In Section 5 we show (see Corollary 5.1) that
 Theorem 4.1 extends to general graphs with m = λ · nedges.
 5 An Extension to General Graphs
 In this section we argue that Theorem 4.1 can beextended to general n-vertex graphs G = (V,E, ω) withm = λn edges. In its current form the theorem onlyapplies to graphs of arboricity at most λ. While thisis sufficient for our main application, i.e., for Theorem7.1, our another application (Theorem 7.2) requires amore general result. We remark that our extensionis based on the reduction of Agarwal et al. [5] of thedistance oracle problem in general graphs to the sameproblem in bounded-degree graphs. Our reduction issomewhat more general than the one from [5], as it alsoapplies to path-reporting distance oracles. We provideour extension for the sake of completeness.
 Given an m-edge n-vertex graph G with λ =
 m/n, we split each vertex ui into d(u) = ddeg(u)λ e
 copies u(1), u(2), . . . , u(d(u)). Each copy is now selectedindependently at random with probability ρ/n, for aparameter ρ determined in the same way as in Section
 811 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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4. The original vertex u is selected to the landmarks’set if and only if at least one of its copies (which willalso be called virtual nodes) is selected. Observe thatthe rule that we have described is equivalent to selecting
 u with probability d(u) · ρn = ddeg(u)λ e · ρn .
 The expected number of selected virtual nodes is∑v∈V
 d(v) · ρn
 =ρ
 n·∑v∈Vddeg(u)
 λe
 ≤ ρ
 n
 ∑v∈V
 (deg(v)
 λ+ 1)
 = ρ+ρ
 λn
 ∑v∈V
 deg(v) = 3ρ .
 The number |L| of landmarks is at most the numberof selected virtual nodes, and so IE(|L|) ≤ 3ρ. ByChernoff’s bound, the number of selected virtual nodesis whp O(ρ), and so, whp, |L|2+2/k = O(ρ2+2/k) as well.Hence the size of our oracle remains O(n).
 The rest of the construction algorithm for ourdistance oracle is identical to that of Section 4. (Theonly change is the distribution of selecting landmarks.)The query algorithm is identical to the query algorithmfrom Section 4. In particular, note that the virtualnodes have no effect on the computation, i.e., thereturned paths contain only original vertices.
 Next we argue that the expected query time of themodified oracle is still at most O(nρ · λ) in unweighted
 graphs, and O(nρ · λ log n) in weighted ones. (As usual,we omit the additive term of the number of edges of thereturned path.) Specifically, we argue that the tests ifv ∈ Ball(u) and if u ∈ Ball(v) can be carried out withinthe above expected time.
 Let u = u0, u1, . . . , un−1 be all graph verticesordered by a Dijkstra exploration originated fromu, and replace each vertex ui by its d(ui) copies
 u(1)i , . . . , u
 (d(ui))i . The copies appear in an arbitrary or-
 der. Since each virtual node has probability ρn to be
 selected independently of other vertices, it follows by aprevious argument that the number N of virtual nodesthat the algorithm encounters before seeing a selectedvirtual node is O(nρ ). (The algorithm actually exploresonly original vertices. For the sake of this argument weimagine that when the algorithm reaches a vertex y itreaches its first copy y(1). Right after that it reachesthe next copy y(2), etc., and then reaches y(d(y)). After”reaching” all these copies the algorithm continues tothe next original vertex.)
 Denote the original vertices explored by the algo-rithm u1, u2, . . . , ui−1, ui, and let uhi be a selected copyof ui. (We assume that all copies of uj , for j < i, are
 not selected, and all copies uh′
 i , h′ < h, are also not
 selected.) It follows that N =∑i−1j=1 d(uj) + h. Hence
 IE(
 i−1∑j=1
 d(uj)) ≤ IE(N) = O
 (n
 ρ
 ).
 Hence
 IE(i−1∑j=1
 ddeg(uj)
 λe = O
 (n
 ρ
 )as well. Thus
 IE(i−1∑j=1
 deg(uj)) = O
 (λn
 ρ
 )= O
 (m
 ρ
 ).
 Observe that the number of edges explored by thealgorithm before reaching ui is at most
 ∑i−1j=1 deg(uj).
 (The only edges incident on ui explored by the algo-rithm are edges (uj , ui), for j < i. These edges areaccounted for in the above sum of degrees.) Hence theexpected number of edges explored by the algorithm isO(mρ ). Hence its expected running time is O(mρ ) (re-
 spectively, O(mρ · log n)) in unweighted (resp., weighted)graphs. The bounds that hold with high probability arehigher by a factor of O(log n).
 Corollary 5.1. Up to constant factors, the result ofTheorem 4.1 holds for general undirected unweightedm-edge n-vertex graphs with m = λn. For undi-rected weighted graphs the expected query time becomes
 O(n1/2+ 12k+2 · k · λ · log n) = O(n1/2+ 1
 2k+2 · k · mn · log n),and the same bound applies whp if one multiplies it byanother log n factor.
 Since IE(|L|) = O(ρ), the construction time of the oracleis, up to constant factors, the same as in Section 4.
 This result provides a path-reporting analogue ofthe result of Agarwal et al. [5], which provides stretchO(k) and query time (nλ)O(1/k). Their oracle is notpath-reporting. Our oracle is path-reporting, but itsquery time is significantly higher. Specifically, it isn1/2+O(1/k) · k · λ.
 6 Oracles with Smaller Query Time
 In this section we devise two path-reporting oracles withimproved query time. The first oracle has size O(m+n)(it stores the original graph), and query time λ · nε, foran arbitrarily small ε > 0. The stretch parameter ofthis oracle grows polynomially with ε−1. For the timebeing we will focus on graphs of arboricity at most λ.The argument extends to general graphs withm = λn inthe same way as was described in Section 5. Our secondoracle has size O(n log log n) (independent of the size ofthe original graph) and reports stretch-O(loglog4/3 7 n)
 812 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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paths in O(log log n) time. Both draw on techniquesused in sublinear additive spanner constructions of [22].We will later (Section 7) build upon these oracles toconstruct oracles for dense graphs as well. These lateroracles will not have to store the input graph.
 6.1 Construction of an Oracle with time O(λ·nε)In this section we describe the construction algorithmof our oracle. It will use a hierarchy of landmarks’ setsL1, L2, . . . , Lh, for a positive integer parameter h thatwill be determined later. For each index i ∈ [h], everyvertex v is selected into Li independently at randomwith probability pi = ρi
 n , ρ1 > ρ2 > . . . > ρh. Thesequence ρ1, ρ2, . . . , ρh will be determined in the sequel.The vertices of Li will be called the i-level landmarks,or shortly, the i-landmarks. For convenience of notationwe also denote L0 = V .
 For each vertex v ∈ V and index i ∈ [h], let`i(v) denote the closest i-landmark to v, where tiesare broken in an arbitrary consistent way. Denote
 ri(v) = dG(v, `i(v)). Following [22], let B1/3i (v) = u |
 dG(v, u) < 13ri(v) denote the ith one-third-ball of v,
 and Ball i(v) = u | dG(v, u) < ri(v) denote the ithball of v.
 For each vertex v ∈ V we keep a path between v and`1(v). (This is a forest of vertex-disjoint SPTs rooted at1-landmarks. For each 1-landmark u′, its SPT spans allvertices v ∈ V which are closer to u′ than to any other1-landmark.) Similarly, for each i ∈ [h − 1] and everyi-landmark u(i) we keep a shortest path between u(i)
 and its closest (i + 1)st landmark `i+1(u(i)) = u(i+1).Again, this entails storing a forest of vertex-disjointSPTs rooted at (i + 1)-landmarks, for each each indexi ∈ [h − 1]. Overall this part of the oracle requiresO(n · h) space.
 For the hth-level landmarks’ set Lh we build aDPPRO Lh described in Section 3. Given a pairu(h), v(h) of h-landmarks this oracle returns a shortestpath Π(u(h), v(h)) between them in time proportional tothe number of edges in this path, i.e., O(|Π(u(h), v(h))|).The space requirement of the oracle Lh is O(n+ |Lh|4),and thus we will select ρh to ensure that |Lh|4 = O(n),i.e., ρh will be roughly n1/4. Denote also Ph =
 (Lh2
 )be
 the set of all pairs of h-landmarks.For each index i ∈ [h− 1], we also build a DPPRO
 Di for the following set Pi of pairs of i-landmarks. Each
 pair of i-landmarks u, v such that either v ∈ B1/3i+1(u) or
 u ∈ B1/3i+1(v) is inserted into Pi.
 Similarly to the DPPRO Lh, given a pair (u, v) ∈ Pifor some i ∈ [h − 1], the oracle Di returns a shortestpath Π(u, v) between u and v in time O(|Π(u, v)|). Ouroracle also stores the graph G itself. We will later showa variant of this oracle that does not store G (Theorem
 6.2). The size of the oracle is O(n + |Branchi|), whereBranchi is the set of branching events for the set Pi.Since we aim at a linear size bound, we will ensure that|Branchi| = O(n), for every i ∈ [h − 1]. We will alsoconstruct a hash table Hi for Pi of size O(|Pi|) thatsupports membership queries to Pi in O(1) time perquery. The resulting h-level oracle will be denoted Λh.
 6.2 The Query Algorithm Next, we describe thequery algorithm of our oracle Λh. The query algorithmis given a pair u = u(0), v = v(0) of vertices. Thealgorithm starts with testing if u ∈ Ball1(v) and ifv ∈ Ball1(u). For this test the algorithm just conductsa Dijkstra search from v until it discovers either v(1) oru (and, symmetrically, also conducts a search from u).
 Observe that by Equation (4.1), the expected sizeof Ball1(v) and of Ball1(u) is O( nρ1 ), and whp both
 these sets have size O( nρ1 · log n). Hence the running
 time of this step is, whp, O( nρ1 · λ). (Specifically, it is
 O( nρ1 · λ · log n) in unweighted graphs, and O( nρ1 · log n ·(λ + log n)) in weighted ones. The expected runningtime of this step is smaller by a factor of logn than theabove bound.)
 If the algorithm discovers that v ∈ Ball1(u) orthat u ∈ Ball1(v) then it has found the shortest pathbetween u and v. In this case the algorithm returnsthis path. Otherwise it has found u(1) = `1(u(0)) andv(1) = `1(v(0)).
 In general consider a situation when for someindex j, 1 ≤ j ≤ h, the algorithm has al-ready computed u(j) and v(j). In this case, in-ductively, the algorithm has already computed short-est paths Π(u(0), u(1)),Π(u(1), u(2)), . . . ,Π(u(j−1), u(j))and Π(v(0), v(1)),Π(v(1), v(2)), . . . ,Π(v(j−1), v(j)) be-tween u(0) and u(1), u(1) and u(2), . . ., u(j−1) and u(j),v(0) and v(1), v(1) and v(2), . . ., v(j−1) and v(j), respec-tively. (Note that the base case j = 1 has been justargued.)
 For j < h, the query algorithm of our oracleΛh then queries the hash table Hj whether the pair(u(j), v(j)) ∈ Pj . If it is the case then the algorithmqueries the oracle Dj , which, in turn, returns theshortest path Π(u(j), v(j)) between u(j) and v(j) intime O(|Π(u(j), v(j))|). The algorithm then reports theconcatenated path
 Π(u, v) = Π(u(0), u(1)) ·Π(u(1), u(2)) ·. . . Π(u(j−1), u(j)) ·Π(u(j), v(j)) ·Π(v(j), v(j−1)) ·. . . ·Π(v(2), v(1)) ·Π(v(1), v(0)) .
 Computing this concatenation requires O(j) ≤O(|Π(u, v)|) time.
 In the complementary case when (u(j), v(j)) 6∈
 813 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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Pj , the algorithm fetches the prerecorded pathsΠ(u(j), u(j+1)) and Π(v(j), v(j+1)), and invokes itself re-cursively on the pair (u(j+1), v(j+1)). (Recall that foreach index j, 1 ≤ j ≤ h− 1, the algorithm stores a for-est of vertex-disjoint SPTs rooted at (j + 1)-landmarksLj+1. These SPTs enable us to compute the pathsΠ(u(j), u(j+1)), Π(v(j), v(j+1)) for all j ∈ [h−1], in timeproportional to the number of edges in these paths.)
 Finally, if j = h then we query the DPPROLh of the graph Lh with the query (u(h), v(h)). Thequery returns the shortest path between them in timeO(|Π(u(h), v(h))|). It follows that the overall run-ning time of the query algorithm is dominated by thetime required to compute Π(u(0), u(1)) and Π(v(0), v(1)).Specifically, it is
 O(n
 ρ1· λ) +O(|Π(u(0), u(1))|+ |Π(v(0), v(1))|+
 +
 j−1∑i=1
 (|Π(u(i), u(i+1))|+ |Π(v(i), v(i+1))|)
 +|Π(u(j), v(j))|),
 where 1 ≤ j ≤ h is the smallest index such that(u(j), v(j)) ∈ Pj . (Recall that for j = h, Ph =
 (Lh2
 ),
 i.e., all pairs of h-landmarks belong to Ph.) Hencethe overall query time is O( nρ1 · λ) + O(|Π(u, v)| + h),
 where Π(u, v) is the path that the algorithm ultimatelyreturns.
 Remark: If for each index 0 ≤ j ≤ h − 1 at leastone of the subpaths Π(u(j), u(j+1)),Π(v(j), v(j+1)) is notempty then h ≤ |Π(u, v)|, and the resulting query timeis O( nρ1λ) +O(|Π(u, v)|). One can artificially guaranteethat all these subpaths will not be empty, i.e., thatu(j) 6= u(j+1) and v(j) 6= v(j+1), for every j. Todo this one just defines u(j+1) = `(u(j)) to be theclosest (j + 1)-level landmark to u(j), which is differentfrom u(j). Under this modification of the algorithmthe query time is O( nρ1 · λ) + O(|Π(u, v)|), while the
 stretch guarantee of the oracle (which will be analyzedin Section 6.3) stays the same. This modification canmake oracle’s performance only worse than it is withoutthis modification, but the bounds on the query time ofthe modified oracle in terms of the number of edgesin the returned path become somewhat nicer. (SeeTheorem 6.2.)
 6.3 The Stretch Analysis Recall that in the casethat v ∈ Ball1(u) or u ∈ Ball1(v) our algorithm returnsthe exact shortest path between u = u(0) and v = v(0).Hence we next consider the situation when v 6∈ Ball1(u)and u 6∈ Ball1(v). For brevity let d = d(0) = dG(u, v).At this point the algorithm also has already computed
 u(1) and v(1), along with the shortest paths Π(u(0), u(1))and Π(v(0), v(1)) between u(0) and u(1) and between v(0)
 and v(1), respectively. Observe that in this scenario wehave dG(u(0), u(1)), dG(v(0), v(1)) ≤ d, and so
 dG(u(1), v(1)) ≤ dG(u(1), u(0)) + dG(u(0), v(0))
 +dG(v(0), v(1)) ≤ 3 · d.
 Hence if (u(1), v(1)) ∈ P1 then the path Π(u(0), u(1)) ·Π(u(1), v(1)) ·Π(v(1), v(0)) returned by the algorithm is a5-approximate path between u and v. Indeed, its lengthis at most
 dG(u(0), u(1)) + dG(u(1), v(1)) + dG(v(1), v(0))
 ≤ d+ 3 · d+ d = 5 · d .
 More generally, suppose the query algorithm reachedthe j-level landmarks u(j), v(j), for some j, 1 ≤ j ≤ h−1,and suppose that (u(j), v(j)) 6∈ Pj . This means that
 v(j) 6∈ B1/3j+1(u(j)) and u(j) 6∈ B1/3
 j+1(v(j)). By definitionof the one-third-ball it follows that
 dG(u(j), v(j)) ≥ 1
 3· dG(u(j), u(j+1)) =
 1
 3· rj+1(u(j)) ,
 and
 dG(u(j), v(j)) ≥ 1
 3· dG(v(j), v(j+1)) =
 1
 3· rj+1(v(j)) ,
 where u(j+1) (respectively, v(j+1)) is the (j + 1)-landmark closest to u(j) (resp., v(j)).
 Hence
 dG(u(j+1), v(j+1)) ≤ dG(u(j+1), u(j)) + dG(u(j), v(j))
 +dG(v(j), v(j+1)) ≤ 7 · dG(u(j), v(j)) .
 Denote by p, 1 ≤ p ≤ h, the index for which thealgorithm discovers that (u(p), v(p)) ∈ Pp. (Since(u(h), v(h)) ∈ Ph for every pair (u(h), v(h)) of h-landmarks, it follows that the index p is well-defined.)
 We have seen that dG(u(1), v(1)) ≤ 3d, and forevery index j, 1 ≤ j ≤ p − 1, dG(u(j+1), v(j+1)) ≤ 7 ·dG(u(j), v(j)). Hence for every j, 1 ≤ j ≤ p, it holds thatdG(u(j), v(j)) ≤ 3 · 7j−1 · d. Denote d(j) = 3 · 7j−1 · d, for0 ≤ j ≤ p. Also, dG(u(0), u(1)), dG(v(0), v(1)) ≤ d = d(0),and for every index j, 1 ≤ j ≤ p− 1,
 dG(u(j), u(j+1)) ≤ 3 · dG(u(j), v(j)) ≤ 3 · d(j)
 = 32 · 7j−1 · d .
 Hence the length of the path
 Π(u(0), u(1)) · . . . ·Π(u(p−1), u(p)) ·Π(u(p), v(p)) ·Π(v(p), v(p−1)) · . . .Π(v(1), v(0))
 814 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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returned by the algorithm is at most
 d(0) + 3 ·
 p−1∑j=1
 d(j)
 + d(p) + 3 ·
 p−1∑j=1
 d(j)
 + d(0) =
 d ·
 2 ·
 1 + 3 ·
 p−1∑j=1
 3 · 7j−1
 + 3 · 7p−1
 = d · (6 · 7p−1 − 1) .
 Since p ≤ h we conclude that the oracle has stretch atmost 6 · 7h−1 − 1.
 6.4 The Size of the Oracle For each index i ∈[h], our oracle stores a forest of (vertex-disjoint) SPTsrooted at i-landmarks. Each of these forests requiresO(n) space, i.e., together these h forests require O(n ·h)space.
 We next set the values ρ1 > ρ2 > . . . > ρh sothat each of the auxiliary oracles D1,D2, . . . ,Dh−1,Lhrequires O(n) space. Each of the hash tablesH1,H2, . . . ,Hh associated with these oracles requiresless space than its respective oracle. Recall that theparameter ρ1 also determines the query time. (It isO( nρ1λ) +O(|Π|), where Π the path returned by the al-gorithm. In the sequel we will often skip the additiveterm of O(|Π|) when stating the query time.)
 For each i ∈ [h] we write ρi = nαi , where αi =1− (3/4)h−i+1. Observe that αh = 1/4, i.e., ρh = n1/4.
 Hence IE(|Lh|) = ρh = n1/4, and by Chernoff’sbound, whp, |Lh| = O(n1/4). (Recall that |Lh| is aBinomial random variable.) Hence the DPPRO Lh forPh =
 (Lh2
 )requires space O(|Lh|4 + n) = O(n), whp.
 Next we analyze the space requirements of theoracles D1,D2, . . . ,Dh−1. Fix an index i ∈ [h− 1], andrecall that the space requirement of the DPPRO Di isO(n + |Branchi| + |Pi|), where Branchi is the set ofbranching events for the set Pi of pairs of vertices. Nextwe argue that (whp) |Branchi| = O(n). Recall that theset Pi contains all pairs of i-landmarks (u(i), v(i)) such
 that either v(i) ∈ B1/3i+1(u(i)) or u(i) ∈ B1/3
 i+1(v(i)).The following two lemmas from [22] are the key to
 the analysis of the oracle’s size. The first says that withour definition of Pi+1 all branching events are confinedto (i+ 1)st level balls. The second bounds the expectednumber of branching events in terms of the samplingprobabilities. For completeness, the proofs of theselemmas are provided in Appendix A.
 Lemma 6.1. Suppose that v ∈ B1/3i+1(u). Then if (x, y) ∈
 Pi+1 and there is a branching event between the pairs(u, v) and (x, y) then necessarily x, y ∈ Ball i+1(u).
 Lemma 6.2. Whp, |Branchi| = O(
 ρ4iρ3i+1
 · log3 n)
 , and
 IE(|Branchi|) = O(
 ρ4iρ3i+1
 ). Moreover, whp |Pi| =
 O(
 ρ2iρi+1· log n
 ), and IE(|Pi|) = O
 (ρ2iρi+1
 ).
 Observe that with our choice of ρi (ρi = nαi , αi =1− (3/4)h−i+1, for every i ∈ [h]), it holds for every i ∈[h−1] that O
 (ρ4iρ3i+1
 log3 n)
 = O(n4αi−3αi+1) = O(n),
 and O(
 ρ2iρi+1
 )= O(n2αi−αi+1) = O(n1− 1
 2 ( 34 )h−i). Hence
 by Lemma 6.2, for each i ∈ [h−1], the oracle Di requiresexpected space O(n + |Branchi| + |Pi|) = O(n). Thusthe overall expected space required by our h-level oracleoracle Λh (in addition to the space required to store theoriginal graph G) is O(n ·h). Recall that the query time
 is O((n/ρ1)λ) = O(n(3/4)h · λ).The reduction described in Section 5 enables us to
 extend these results to general m-edge n-vertex graphs.Specifically, the reduction reduces the distance oracleproblem on such graphs to the same problem on graphswith bounded degree λ = m/n. Graphs with maximumdegree λ have arboricity at most λ, and thus thereduction is applicable.
 Theorem 6.1. For any parameter h = 1, 2, . . . andany n-vertex undirected possibly weighted graph G witharboricity λ, the path-reporting distance oracle Λh usesexpected space O(n ·h), in addition to the space requiredto store G. Its stretch is (6 · 7h−1 − 1), and its query
 time is (whp) O(n(3/4)hλ). The same result applies forany m-edge n-vertex graph with λ = m/n.
 Specifically, in unweighted graphs with arboricity λ
 the query time is O((n/ρ1) · λ · log n) = O(n(3/4)h · λ ·log n), while in weighted graphs it is O(n(3/4)h · (λ +log n) log n). In unweighted m-edge n-vertex graphs the
 query time is O(n(3/4)h · mn · log n), while in m-edge n-
 vertex graphs it is O(n(3/4)h · mn · log2 n).By introducing a parameter t = (4/3)h we get
 query time O(n1/tλ), space O(n · log t), and stretchO(tlog4/3 7) ≈ O(t6.76).
 Corollary 6.1. For any constant t of the form t =(4/3)h (for a positive integer h) and an n-vertex graph Gwith arboricity λ, our path-reporting distance oracle Λhuses expected space O(n) (in addition to the space neededto store G). It provides stretch O(tlog4/3 7), and itsquery time is (whp) O(n1/tλ). (For a non-constant t thespace requirement becomes O(n · log t).) The same resultapplies for any m-edge n-vertex graph with λ = m/n.
 Yet better bounds can be obtained if one is in-terested in small expected query time. The expected
 815 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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query time is dominated by the time required to testif v ∈ Ball1(u) and if u ∈ Ball1(v). For unweighted
 graphs these tests require O( nρ1λ) = O(n(3/4)hλ) ex-pected time.
 Corollary 6.2. For any t of the form t = (4/3)h,for a positive integer h, and an n-vertex m-edge graphG, our path-reporting oracle Λh uses expected O(n · h)space in addition to the space required to store G. Itprovides stretch O(tlog4/3 7), and its expected query timeis O(n1/t · (m/n) + log t) for unweighted graphs. Inthe case of weighted graphs the expected query time isO(n1/t(m/n) · log n).
 Consider now the oracle Λh for a superconstantnumber of levels h = log4/3(log n + 1). Then ρ1 =(2n)α1 = n. In other words, all vertices V of G arenow defined as the first level landmarks (1-landmarks),i.e., L1 = V . (For levels i = 2, 3, . . . , h, landmarksLi are still selected at random from V with probabilityρi/n < 1, independently. For level 1 this probabilityis 1.) Recall that our oracle starts with testing ifv ∈ Ball1(u) and if u ∈ Ball1(v). Now both theseballs are empty sets, because all vertices belong to L1.Thus with this setting of parameters the oracle Λhno longer needs to conduct this time-consuming test.Rather it proceeds directly to querying the oracle D1.Remarkably, this variant of our oracle does not requirestoring the graph G. (Recall that the graph was onlyused by the query algorithm for testing if v ∈ Ball1(u)and if u ∈ Ball1(v).) The query time of the neworacle is now dominated by the h queries to the oraclesD1,D2, . . . ,Dh−1,Lh, i.e., O(h) = O(log log n). Recallthat, by the remark at the end of Section 6.2, one canalways make our oracle to return paths with at least hedges, and thus the O(h) = O(log log n) additive termin the query time can be swallowed by O(|Π|), where Πis the path that our oracle returns.
 Denote by Λ the oracle which was just described.The stretch of Λ is (by Theorem 6.1) 6 · 7h−1 − 1 =O(loglog4/3 7 n).
 Theorem 6.2. The oracle Λ is a path-reporting oraclewith expected space O(n log log n), where n is the numberof vertices of its input undirected possibly weighted graphG. Its stretch is O(loglog4/3 7 n) and its query timeis O(log log n). (It can be made O(1), but the pathsreturned by the oracle will then contain Ω(log log n)edges.)
 Note that by Markov’s inequality, Theorem 6.2implies that one can produce a path-reporting ora-cle with space O(n log log n), query time O(log log n)and polylogarithmic stretch by just repeating the above
 oracle-constructing algorithm for O(log n) times. Whp,in one of the executions the oracle’s space will beO(n log log n). Similarly, by the same Markov’s argu-ment, Corollary 6.1 implies that whp one can have thespace of the oracle Λh bounded by O(n) (in addition tothe space required to store the input graph).
 Next we analyze the construction time of our oracle.The h forests rooted at landmarks can be constructedin O(m · h) time. We also spend O(m · n) = O(n2λ)time to compute all-pairs-shortest-paths (henceforth,APSP). Then for each ball Bi+1(u), u ∈ Li, we storeall i-landmarks that belong to it. They can be fetchedfrom the APSP structure in O(1) time per i-landmark.The expected size of this data structure is O(|Pi|) =
 O(ρ2iρi+1· log2 n) = O(n). Then we produce all possible
 quadruples u, v, x, y with v, x, y ∈ Ball i+1(u) ∩ Li, u ∈Li. By the proof of Lemma 6.2, there are expected
 O(ρ4iρ3i+1
 ) = O(n) such quadruples. For each of these
 quadruples we check if the involved shortest pathsintersect, and compute the corresponding branchingevents. Since the length of each such path is whpO( n
 ρi+1· log n), it follows that the entire computation
 can be carried out in O( n2
 ρi+1) expected time. Recall that
 ρi+1 = Ω(n1/4), and thus this running time is O(n7/4).In O(n · P 2) = O(n2) additional time we construct theDPPRO Lh for the set of all pairs of h-landmarks. Thetotal expected construction time is therefore dominatedby the APSP computation, i.e., it is O(m · n).
 7 Spanner-Based Oracles
 While the query time of our oracle Λ is essentially op-timal (except maybe for an additive log log n term),its space requirement O(n log log n) is slightly subopti-mal, and also its stretch requirement is O(loglog4/3 7 n),instead of the desired O(log n). Next we argue thatone can get an optimal space O(n) and optimal stretchO(log n), at the expense of increasing the query time toO(nε), for an arbitrarily small constant ε > 0.
 Given an n-vertex weighted graph G = (V,E, ω)we start with constructing an O(log n)-spanner G′ =(V,H, ω) of G with O(n) edges. (See [6]; a fasteralgorithm was given in [24]. For unweighted graphsa linear-time construction can be found in [21], anda linear-time construction with optimal stretch-spacetradeoff can be found in [17].) Then we build the oracleΛh for the spanner G′. The space required by the oracleis (by Corollary 6.1)O(n) (whp), plus the space requiredto store the spanner G′, i.e., also O(n). Hence the totalspace required for this spanner-based oracle is O(n). Itsstretch is the product of the stretch of the oracle, i.e.,O(tlog4/3 7), with t = (4/3)h for an integer h, and the
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stretch of the spanner, i.e., O(log n). Hence the oracle’sstretch is O(tlog4/3 7 · log n). The oracle reports pathsin G′ = (V,H), but since H ⊆ E, these paths belongto G as well. Observe also that the query time of thespanner-based oracle is O(n1/t · m
 ′
 n ), where m′ = |H| isthe number of edges in the spanner. Since m′ = O(n), itfollows that the query time is, whp, O(n1/t). We remarkalso that the spanner has constant arboricity, and thusone does not really need the reduction described inSection 5 for this result.
 Theorem 7.1. For any constant ε > 0, the oracleobtained by invoking the oracle Λh with h = dlog4/3 ε
 −1efrom Corollary 6.1 on a linear-size O(log n)-spanner isa path-reporting oracle with space O(n) (whp), stretchO(log n), and query time O(nε).
 Generally, we can use an O(k)-spanner, lognlog logn ≤
 k ≤ log n with O(n1+1/k) edges. As a result we obtaina path-reporting distance oracle with space O(n1+1/k)(whp; in fact, the space is slightly better than that, i.e.,O(n1+1/k) +S, where S = O(n) whp), stretch O(k) andquery time O(nε+1/k) = O(nε+o(1)).
 Observe that Theorem 7.1 exhibits an optimal (upto constant factors) tradeoff between the stretch andthe oracle size in the range logn
 log logn ≤ k ≤ log n. Theonly known oracle that exhibits this tradeoff is due toMandel and Naor [18]. However, the oracle of [18] is notpath-reporting, while our oracle is.
 The construction time of this oracle consists of thetime required to build the O(log n)-spanner (which isO(n2) [25]) and the construction time of the oracle Λhin G′ (which is also O(n2), because G′ has O(n) edges).Hence its overall construction time is O(n2).
 In the context of unweighted graphs the same ideaof invoking our oracle from Corollary 6.1 on a span-ner can be used in conjunction with (1 + ε, β)-spanners.Given an unweighted n-vertex graph G = (V,E), letG′ = (V,H) be its (1 + δ, β)-spanner, β = β(δ, k) =(
 log kδ
 )O(log k)
 , with |H| = O(β ·n1+1/k) edges, for a pair
 of parameters δ > 0, k = 1, 2, . . .. (Such a constructionwas devised in [16].) For the sake of the following appli-cation one can set δ = 1. Invoke the distance oracle fromCorollary 6.1 with a parameter t on top of this span-ner. We obtain a path-reporting distance oracle withspace O(βn1+1/k) (whp). Its stretch is (O(tlog4/3 7), β =β(t, k)), β(t, k) = O(tlog4/3 7 · β(1, k)) = tlog4/3 7 ·kO(log log k), and its query time is O(n1/t+1/k), whp. As
 long as t = o(k1
 log4/3 7 ), the multiplicative stretch is o(k),the additive stretch is still β(k) = kO(log log k), whilethe space is O(βn1+1/k). In particular, one can have
 query time nO
 (k− 1
 log4/3 7+η
 ), for an arbitrarily small
 constant η > 0, stretch (o(k), kO(log log k)), and spaceO(kO(log log k)n1+1/k).
 Another variant of this construction has a higherquery time O(nε), for some arbitrarily small constantε > 0, but its multiplicative stretch is O(1). We just sett to be a large fixed constant and consider k tlog4/3 7.Then the query time is O(nε) whp (ε = t−1), stretch is(O(1), poly(1/ε) · kO(log log k)), and space O(β · n1+1/k),whp.
 Theorem 7.2. For any unweighted undirected n-vertexgraph G, any arbitrarily small constant ε > 0 and anyparameter k = 1, 2, . . ., our path-reporting distance ora-cle has query time O(nε) (whp), stretch (O(1), β(k)))and space O(β(k) · n1+1/k) (whp), where β(k) =kO(log log k). Another variant of this oracle has query
 time nO
 (k− 1
 log4/3 7+η
 )whp, for an arbitrarily small
 constant η > 0, stretch (o(k), kO(log log k)), and spaceO(kO(log log k) · n1+1/k) whp.
 To our knowledge these are the first distance oracleswhose tradeoff between multiplicative stretch and spaceis better than the classical tradeoff, i.e., 2k − 1 versusO(n1+1/k). Naturally, we pay by having an additivestretch. By lower bounds from [27], an additive stretchof Ω(k) is inevitable for such distance oracles.
 One can also use a (5 + ε, kO(1))-spannerwith O(n1+1/k) edges from [22] instead of (1 +ε, ( log k
 ε )O(log k))-spanner with ( log kε )O(log k)n1+1/k edges
 from [16] for our distance oracle. As a result the oracle’sspace bound decreases to O(n1+1/k), its additive stretchbecomes polynomial in k, but the multiplicative stretchgrows by a factor of 5 + ε. We remark that, in general,any construction of (α, β)-spanners with size O(S · n)can be plugged in our oracle. The resulting oracle willhave stretch (tlog4/3 7 ·α, tlog4/3 7 ·β), size O(Sn+n·log t),and query time O(S · n1/t).
 The construction time of this oracle is the timeneeded to construct the (1 + ε, β)-spanner G′, plus theconstruction of Λh on G′. The construction time of [16]is O(n2+1/k). The construction time of the oracle Λh onG′ is O(m′ ·n′), where m′ = O(β ·n1+1/k) is the numberof edges in G′, and n′ = n is the number of vertices inG′. Hence the overall construction time in this case isO(β(k) · n2+1/k) = kO(log log k)n2+1/k.
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Appendix
 A Missing proofs
 In this section we provide proofs of Lemmas 6.1 and 6.2.
 Proof of Lemma 6.1: Suppose for contradiction thatthere exists a pair (x, y) ∈ Pi+1 such that the pairs(u, v), (x, y) participate in a branching event β, and suchthat either x 6∈ Ball i+1(u) or y 6∈ Ball i+1(u). Thenβ = (Π(u, v),Π(x, y), z), where Π(u, v) (respectively,Π(x, y)) is a shortest path between u and v (respectively,between x and y), and z is a node at which these twopaths branch. Since (x, y) ∈ Pi+1 it follows that either
 y ∈ B1/3i+1(x) or x ∈ B1/3
 i+1(x). Without loss of generality
 suppose that y ∈ B1/3i+1(x).
 The proof splits into two cases. In the first casewe assume that x 6∈ Ball i+1(u), and in the second weassume that y 6∈ Ball i+1(u). (Note that roles of xand y are not symmetric.) In both cases we reach acontradiction.
 We start with the case x 6∈ Ball i+1(u). Observethat dG(x, z) ≤ dG(x, y) < 1
 3 · ri+1(x) and dG(u, z) ≤dG(u, v) < 1
 3 · ri+1(u). Denote δ = dG(u, u(i+1)) =
 ri+1(u), where u(i+1) = `i+1(u). Denote also δ′ =dG(u, x). Observe that ri+1(x) ≤ dG(x, u(i+1)) ≤ δ+ δ′,and also (since x 6∈ Ball i+1(u)) δ′ = dG(u, x) ≥ δ =ri+1(u). Then
 dG(u, z) + dG(z, x) <1
 3· ri+1(u) +
 1
 3· ri+1(x)
 ≤ δ
 3+
 1
 3· (δ + δ′)
 ≤ δ′ = dG(u, x) .
 Hence dG(u, z) + dG(z, x) < dG(u, x), contradicting thetriangle inequality.
 We are now left with the case that x ∈ Ball i+1(u),but y 6∈ Ball i+1(u). Then dG(y, z) ≤ dG(x, y) <13 · ri+1(x). Also, dG(u, z) ≤ dG(u, v) < 1
 3 · ri+1(u). In
 addition, ri+1(x) ≤ dG(x, u(i+1)) ≤ dG(x, u)+ri+1(u) ≤2δ. (Note that dG(x, u) ≤ δ = ri+1(u), becausex ∈ Ball i+1(u).) Hence
 dG(u, z) + dG(z, y) <1
 3· (ri+1(u) + ri+1(x))
 ≤ 1
 3· (δ + 2δ) = δ ≤ dG(u, y) .
 (The last inequality is because, by an assumption, y 6∈Ball i+1(u).) This is, however, again a contradiction tothe triangle inequality.
 Proof of Lemma 6.2: Recall that (see [12], Lemma7.5) each pair (u, v), (x, y) may produce at most two
 branching events. Hence next we focus on providingan upper bound on the number of intersecting pairs ofpaths Π(u, v),Π(x, y) for (u, v), (x, y) ∈ Pi.
 By the previous lemma, for a pair (u, v), (x, y) tocreate a branching event there must be one of these fourvertices (without loss of generality we call it u) such thatthe three other vertices belong to Ball i+1(u). Hencethe number of intersecting pairs as above is at most (aconstant factor multiplied by) the number of quadruples(u, v, x, y) with v, x, y ∈ Ball i+1(u). For a fixed i-landmark u, the number of vertices in its (i + 1)st ball
 Ball i+1(u(i)) is, whp, O(
 nρi+1· log n
 ). (This random
 variable is distributed geometrically with the parameterp = ρi+1
 n .) Each of the vertices in Ball i+1(u) hasprobability ρi
 n to belong to Li, independently of othervertices. Hence, by Chernoff’s bound, whp there areρin · O
 (n
 ρi+1· log n
 )= O
 (ρiρi+1· log n
 )i-landmarks in
 Ball i+1(u). (We select the constant c hidden by the
 O-notation in O(
 nρi+1· log n
 )to be sufficiently large.
 Then the expectation is c · ρiρi+1· log n ≥ c · log n. Hence
 the Chernoff’s bound applies with high probability.)Hence the number of triples v, x, y of i-landmarks
 in Ball i+1(u) is, whp, O(
 ρ3iρ3i+1
 · log3 n)
 . The number of
 i-landmarks u is, by the Chernoff’s bound, whp O(ρi).Hence the number of quadruples as above is, whp, atmost
 O(ρi) ·O(
 ρ3i
 ρ3i+1
 · log3 n
 )= O
 (ρ4i
 ρ3i+1
 · log3 n
 ).
 Also, the number of pairs |Pi| is at most the numberof i-landmarks (whp, it is O(ρi)) multiplied by themaximum number of i-landmarks in an (i + 1)-level
 ball Ball i+1(u) (whp, it is O(
 ρiρi+1· log n
 )), i.e., |Pi| =
 O(
 ρ2iρi+1· log n
 ).
 Next we argue that the expected number of quadru-ples (u, v, x, y) of i-landmarks such that v, x, y ∈Ball i+1(u) is O
 (ρ4iρ3i+1
 )and that IE(|Pi|) = O
 (ρ2iρi+1
 ).
 For a fixed vertex u, write X(u) = I(u ∈ Li) ·Y (u), where Y (u) is the number of triples of distinct i-landmarks different from u which belong to Ball i+1(u),and I(u ∈ Li) is the indicator random variable of theevent u ∈ Li. (Note that the ball is defined even ifu 6∈ Li.) Observe that the random variables I(u ∈ Li)and Y (u) are independent, and thus
 IE(X(u)) = IE(I(u ∈ Li) ·IE(Y (u)) =ρin·IE(Y (u)) .
 Let σ = (v1, v2, . . . , vn−1) be the sequence of verticesordered by the non-decreasing distance from u. (They
 819 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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appear in the order in which the Dijkstra algorithminitiated at u discovers them.) For k = 3, 4, . . . , n − 1,denote by Jk the random variable which is equal to 0 ifvk+1 is not the first vertex in σ which belongs to Li+1.If vk+1 is the first vertex as above then Jk is equal tothe number of triples vj1 , vj2 , vj3 , 1 ≤ j1 < j2 < j3 ≤ ksuch that vj1 , vj2 , vj3 ∈ Li. Also, for each quadruple1 ≤ j1 < j2 < j3 < j4 ≤ n − 1 of indices, defineJ(j1, j2, j3, j4) to be the indicator random variable ofthe event that vj1 , vj2 , vj3 ∈ Li, vj4 ∈ Li+1, and for eachj, 1 ≤ j < j4, the vertex vj is not an (i+ 1)-landmark.Observe that
 IE(J(j1, j2, j3, j4)) =(ρin
 )3
 ·(
 1− ρi+1
 n
 )j4−1
 · ρi+1
 n.
 Also,
 IE(Jk) =∑
 1≤j1<j2<j3≤k
 IE(J(j1, j2, j3, k + 1))
 =
 (k
 3
 )(ρin
 )3
 ·(
 1− ρi+1
 n
 )k· ρi+1
 n.
 Note that Y (u) =∑n−2k=3 Jk, and so
 IE(Y (u)) ≤∞∑k=3
 (k
 3
 )(ρin
 )3
 ·(
 1− ρi+1
 n
 )k· ρi+1
 n.
 Denote A = 10 nρi+1
 . For k ≤ A, we have (1 − ρi+1
 n )k =
 O(1), and so
 A∑k=3
 (k
 3
 )(ρin
 )3
 ·(
 1− ρi+1
 n
 )k· ρi+1
 n
 = O
 (ρ3i · ρi+1
 n4
 ) A∑k=3
 k3
 = O
 (ρ3i
 ρ3i+1
 ).
 Also,
 ∞∑k=A+1
 (k
 3
 )(ρin
 )3
 ·(
 1− ρi+1
 n
 )k· ρi+1
 n
 ≤ O
 (ρ3i · ρi+1
 n4
 )·∞∑
 k=A+1
 k3 ·(
 1− ρi+1
 n
 )k.
 The latter sum is at most∫ ∞A
 x3e−10x/Adx = (A/10)4
 ∫ ∞10
 y3e−ydy
 = O(A4) = O
 ((n
 ρi+1
 )4).
 Hence
 ∞∑k=A+1
 (k
 3
 )(ρin
 )3
 ·(
 1− ρi+1
 n
 )k· ρi+1
 n
 = O
 (ρ3i · ρi+1
 n4
 )·O
 ((n
 ρi+1
 )4)
 = O
 (ρ3i
 ρ3i+1
 ),
 and so IE(Y (u)) = O(ρ3iρ3i+1
 ). Hence IE(X(u)) = ρin ·
 IE(Y (u)) = O(ρ4iρ3i+1
 · 1n ).
 Finally, the overall expected number of quadru-ples (u, v, x, y) of i-landmarks such that v, x, y ∈Ball i+1(u) is, by linearity of expectation, at most∑v∈V IE(X(u)) = O(
 ρ4iρ3i+1
 ).
 A similar argument provides an upper bound of
 O(
 ρ2iρi+1
 )on the expected number of pairs |Pi|. We
 shortly sketch it below.For a vertex u, let X ′(u) = I(u ∈ Li) · Y ′(u),
 where Y ′(u) is the number of i-landmarks which belongto Ball i+1(u). Clearly, IE(I(u ∈ Li) = ρi/n, andthe two random variables (I(u ∈ Li) and Y ′(u)) areindependent. For every integer k ≥ 1, let J ′k be arandom variable which is equal to 0 if vk+1 is not thefirst vertex in σ which belongs to Li+1. Otherwise itis the number of i-landmarks among v1, v2, . . . , vk. Forinteger j1, j2, 1 ≤ j1 < j2 ≤ n − 1, let J ′(j1, j2) be theindicator random variable of the event that vj1 ∈ Li,vj2 ∈ Li+1, and for every j < j2, it holds that vj 6∈ Li+1.Then
 IE(J ′(j1, j2)) =ρin·(
 1− ρi+1
 n
 )j2−1
 · ρi+1
 n.
 Hence
 IE(J ′k) =∑
 1≤j1≤k
 IE(J ′(j1, k+1)) =ρi · ρi+1
 n2·k·(
 1− ρi+1
 n
 )k,
 and
 IE(Y ′(u)) ≤∞∑k=1
 IE(J ′k) =ρi · ρi+1
 n2·∞∑k=1
 k·(
 1− ρi+1
 n
 )k.
 Write A = 10 nρi+1
 , and
 ∞∑k=1
 k(
 1− ρi+1
 n
 )k=
 A∑k=1
 k(
 1− ρi+1
 n
 )k+∑k>A
 k(
 1− ρi+1
 n
 )k.
 Each term of the first sum is O(1), and thus the firstsum is at most O(A2) = O(n2/ρ2
 i+1). The second
 820 Copyright © 2015.by the Society for Industrial and Applied Mathematics.
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sum is at most the integral∫∞Ax(1 − (1/10A))xdx =
 O(A2)∫∞
 1y · e−ydy = O(A2) = O(n2/ρ2
 i+1) as well.Hence
 IE(Y ′(u)) =ρi · ρi+1
 n2·O(n2
 ρ2i+1
 )= O
 (ρiρi+1
 ).
 Hence IE(X ′(u)) = O(ρ2i /(ρi+1n)), and by lin-
 earity of expectation we conclude that IE(|Pi|) ≤∑u∈V IE(X ′(u)) = O(ρ2
 i /ρi+1).
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