


	
		×
		

	






    
        
            
                
                    
                
            

            
                
                    
                    
                        
                    
                

            

            
                                    Σύνδεση
                    Ας αρχίσουμε
                            

        

        

        
            	Travel
	Technology
	Sports
	Marketing
	Education
	Career
	Social Media


            + Εξερευνήστε όλες τις κατηγορίες
        


            






    

        
        
            16: MULTIPLE REGRESSION, KEY THEORY The Multiple Linear Regression...

        


        




    
        
            
                

                
                
            

            
                
                1

22
                
            

            
                
                100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                
            

			
        

        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
        
            
                                    
    
        
        

        

        

        
        
            16: MULTIPLE REGRESSION, KEY THEORY The Multiple Linear Regression Model is y = X β+ u , y = (y ,...,y )′ 1 n where is the data vector, con- - sisting of observations on the response vari n X n ×(p +1) able, is an matrix of explanatory f o variables, the ﬁrst of which is a column o nes, is a vector of β= (β ,..., β )′ (p +1)×1 0 p regression parameters, assumed to be nonran- f dom, and is an vector o u = (u ,...,u )′ n ×1 1 n X m random errors. Denote the columns of the atrix by . Each column gives x ,...,x x 0 p j t n j he values of the ’th explanatory variable, 
        

        
    






                            

        

    









        
            	
					Upload

					lamminh
				
	
                    Category

                        Documents

                
	
                    view

                    253
                
	
                    download

                    1
                


        

        


        

        
        
            
                SHARE

                
                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    
                

            

            
                                    Download
                                Report this document
            

            

        


        
            Embed Size (px):

            344 x 292
429 x 357
514 x 422
599 x 487


        

        

        

        
                
            Transcript of 16: MULTIPLE REGRESSION, KEY THEORY The Multiple Linear Regression...

            Page 1
                        

16: MULTIPLE REGRESSION, KEY THEORY
 The Multiple Linear Regression Model is
 y = X β + u ,
 y = (y , . . . , y )′1 nwhere is the data vector, con-
 -sisting of observations on the response varin
 X n ×(p +1)able, is an matrix of explanatory
 f
 o
 variables, the first of which is a column o
 nes, is a vector ofβ = (β , . . . , β )′ (p +1)×10 p
 regression parameters, assumed to be nonran-
 fdom, and is an vector ou = (u , . . . , u )′ n ×11 n
 X
 m
 random errors. Denote the columns of the
 atrix by . Each column givesx , . . . , x x0 p j
 t n jhe values of the ’th explanatory variable,
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 yn .corresponding to the observations in
 1 n h
 E
 We assume that u , . . . , u are iid wit
 [u ] = 0, and var [u ] = σ . We also assume that
 t
 i i u2
 he error term is independent of the entries of X .
 n
 (This clearly holds if the explanatory variables are
 onrandom.) If the X matrix is random, then the
 -
 d
 distributional statements we will make will be con
 itional on the observed values of x , . . . , x .
 T j
 0 p
 he coefficient β measures the change in the
 regression function, E [y e X ] = X β = x β ,Σp
 0k =kk
 -
 t
 corresponding to a unit change in the j ’th explana
 ory variable, if the model is correct, and all other
 explanatory variables are held constant.
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 r
 S
 The Least Squares Estimato
 uppose it is desired to estimate β from the
 s
 t
 observed data, y . The least squares estimator i
 he value of β which minimizes the criterion func-
 *
 *
 *tion (y − X β )′(y − X β ). Jobson, p. 224 uses cal-
 culus to prove that the solution is given by
 b = (X ′X ) X ′y . (1)
 j
 −1
 j e
 fi
 The j ’th entry b is the coefficient of x in th
 tted model, y = Xb = x b . Therefore, we cankΣ=0
 pk k
 t jhink of b as an estimate of the change in the
 c
 expected value of the response variable y
 orresponding to a unit change in the explanatory
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 ariable x , if all other explanatory variables are
 h
 j
 eld fixed, assuming the model is correct.
 )For the solution b to exist, the matrix (X ′X −1
 a
 must exist. It will, if and only if the columns of X
 re linearly independent, meaning that it is not
 a
 possible to express any one of the columns of X as
 linear combination of the remaining columns of
 l
 X . If it is possible to express one column of X as a
 inear combination of the other columns the condi-
 -
 p
 tion is called multicollinearity. This would hap
 en, for example, if x = x + x , or if
 x 8 4 6
 2 0 1
 = 2x − 3x .
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 x
 W
 The Hat Matri
 e are going to give a proof that the least-
 f
 u
 squares estimator is indeed given by (1). Instead o
 sing calculus, we will give a (hopefully) more
 h
 instructive and appealing proof based on the n ×n
 at matrix, H , defined by
 H = X (X ′X ) X ′ .−1
 s
 s
 It is called the hat matrix because y = Hy . H i
 ymmetric, since
 H ′ = (X ′)′ ((X ′X ) )′ X ′−1
 1= −1 −X ((X ′X )′) X ′ = X (X ′X ) X ′ = H .
 -
 p
 Another important property of H is that it is idem
 otent, i.e., H = H . To see this, note that2
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 ]H = HH = [X (X ′X ) X ′] [X (X ′X ) X ′2 −1 −1
 = −1 −1 −1X [(X ′X ) X ′X ] (X ′X ) X ′ = X (X ′X ) X ′ = H .
 (
 It is easy to show that H (I − H ) = 0, HX = X , and
 I −H ) = (I −H ).2
 1 n ,
 w
 For any n -dimensional vector w = (w , . . . , w )′
 e define the length of w to be e e w e e =RJQ
 wHJP
 .nΣ
 1i =
 2
 2
 i2
 1/
 .
 T
 Note that e e w e e = w ′w
 he residual vector is e = y − y = (I −H )y , and the
 residual sum of squares is
 (y − y ) = e e y − y e e = e e (I −H )y e e = y ′(I −H )y .iΣ i i
 2 2 2
 =1
 n
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 r
 T
 Proof of Formula for Least Squares Estimato
 heorem: The least squares estimates are given by
 b = (X ′X ) X ′y .−1
 2* s
 m
 Proof: We need to show that e e y − X β e e i
 inimized by choosing β = b . We have
 *
 *
 2 * 2
 =
 e e y − X β e e = e e y − HX β e e
 e e [Hy + (I −H )y ] − HX β ] e e = e e H (y − X β ) + (I −H )y e e 2
 *
 * 2 *
 2 2 )
 N
 = e e H (y − X β ) e e + e e (I −H )y e e . (2
 ote that the cross-terms are zero, since
 t
 d
 H (I −H ) = 0. The second term in (2) does no
 epend on β . The first term is nonnegative, since
 i
 *
 t is the squared length of a vector. We can make
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 his term zero, thereby minimizing e e y − X β e e , by
 s * *
 * 2
 electing β so that H (y − X β ) = 0. This will
 indeed occur if we select β = b , because*
 H *(y − X β ) then reduces to
 yHy − HXb = Hy − Xb = Hy − X (X ′X ) X ′−1
 T
 = Hy − Hy = 0 .
 herefore, b minimizes e e y − X β e e .* 2
 r
 T
 Mean and Covariance of Least Squares Estimato
 he least squares estimator b is unbiased for β:
 E [b ] = E [(X ′X ) X ′(X β + u )]−1
 = −1β + (X ′X ) X ′ E [u ] = β .
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 he (p +1)×(p +1) covariance matrix of b is
 g
 Cov (b ) = E [(b − β)(b − β)′] .
 The (i , j )’th entry of Cov (b ) is the covariance
 between b and b , for i , j = 0 , . . . , p .i j
 −1 eSince b = β + (X ′X ) X ′u , we hav
 Cov (b ) = E [(X ′X ) X ′ u u ′ X (X ′X ) ]
 −
 −1 −1
 1 −1 .
 B
 = (X ′X ) X ′ E [u u ′] X (X ′X )
 ut since the u are iid with mean zero and vari-
 u
 i
 2u2 -
 f
 ance σ , we get E [u u ′] = Cov (u ) = σ I , and there
 ore
 Cov (b ) = σ (X ′X ) .u2 −1
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 stimating the Error Variance
 eAn estimator of the error variance σ would bu2
 r
 β
 useful for the construction of confidence regions fo
 , and other purposes. Define the estimator
 .hhhhhhhy ′(I −H )y1
 1hhhhhhh (y − y ) =
 n −p −1
 1s =
 n −p − i =1
 2 ni i
 2
 T
 Σ
 he reason for using the divisor n −p −1 is to ensure
 that s is unbiased for σ .2u2
 2u2.
 P
 Theorem: E [s ] = σ
 roof: For any square matrix A , define the trace,
 tr (A ) = A , the sum of the diagonal elements. IfΣi
 ii
 AB and BA are both well-defined square matrices,
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 ,
 t
 then tr (AB ) = tr (BA ). Therefore
 r (H ) = tr (X (X ′X ) X ′) = tr ((X ′X ) X ′X ) = tr (I ) = p +1 .
 Now, we have
 −1 −1p +1
 E [s ] =n −p −1h 1hhhhhhE [y ′(I −H )y ]
 =
 2
 n −p −1h 1hhhhhhE [(X β + u )′(I −H )(X β + u )]
 ]hhhhhhh [(X β)′(I −H )X β + E (u ′(I −H )u )1
 1
 =
 =n −p −
 n −p −1h 1hhhhhh [(X β)′X β − (X β)′HX β + E [u u ](I − H ) ]Σ Σ
 n
 1
 n
 j =1i =j
 iΣ u
 2ii
 u2
 i j i
 =1=
 n
 n −p −1h 1hhhhhh σ (I −H ) =
 n −p −1h σhhhhhh tr (I −H )
 hhhhhhh = σ .1n −p −1
 hhhhhhh [n − tr (H )] = σn −p −
 σ1
 =n −p −
 u2
 u2
 u2
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 he Geometry of Least Squares
 x
 H
 From a geometric point of view, the hat matri
 can be thought of as a Projection Matrix. We
 t
 will try to explain what this means, without getting
 oo technical. We say that two n -dimensional vec-
 f
 w
 tors w and v are orthogonal (i.e., perpendicular), i
 ′v = 0. Note that this definition agrees with our
 -
 t
 intuition for n = 2 and n = 3. For example, the vec
 ors (0 , 1)′ and (2,0)′ are orthogonal. So are the
 l
 v
 vectors (1,0,2)′ and (0,1,0)′. Any n -dimensiona
 ector w can be decomposed into two parts:
 or
 w = Hw + (I −H )w ,
 w = w + e .

Page 13
                        

T
 - 13 -
 he first component, w = Hw = X [(X ′X ) X ′w ], is a−1
 e
 s
 linear combination of the columns of X . Th
 econd component, e = w − w = (I −H )w , is orthogo-
 .
 T
 nal to all linear combinations of the columns of X
 o prove this, consider any linear combination
 x β + . . . + x β = X β . Then0 0*
 p p* *
 * * ,
 s
 e ′X β = w ′(I −H )X β = 0
 ince (I −H )X = X −X = 0.
 Thus, we say that the linear transformation taking w
 w
 i
 to Hw constitutes an orthogonal projection of
 nto the column space of X .
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 e have just shown that w = w + e , where w = Hw
 X
 (
 is the projection of w into the column space of
 i.e., the set of all possible linear combinations of
 t
 the columns of X ), and e = w − w is the part of w
 hat is orthogonal to the column space of X .
 e
 p
 By an argument almost identical to that given in th
 roof of (1), it can be shown that w is the vector in
 s
 p
 the column space of X which comes as close a
 ossible to w . That is, e e w − X β e e is minimized* 2
 *o *0*
 p*ver all β = (β , . . . , β )′ by taking β such that
 X β = w . The resulting minimum value is*
 2.e e w − w e e
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 e
 t
 Now, if we put w = y , our data vector, then we se
 hat y = Hy = Xb is the vector in the column space
 -
 i
 of X which comes as close as possible to y , minim
 zing the sum of squares criterion function,
 e e y − X β e e . The residual vector e = y − y is* 2
 orthogonal to all linear combinations of the columns
 t
 t
 of X . In particular, e is orthogonal to y , so we ge
 he right-triangle relationship
 .e e y e e = e e y e e + e e e e e2 2 2
 eThe average of the fitted values is yd, sinc
 n1hh y =
 n1hh y ′x =
 n1hh (Hy )′x
 iΣ=1
 ni 0 0
 = 0 0n1hhy ′Hx =
 n1hhy ′x = yd .
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 hus, the mean-corrected versions of y and y are
 related by
 y − yd = y − yd + e .
 r
 q
 Note that e is orthogonal to y − yd, since the latte
 uantity is in the column space of X . This yields
 the very important relationship
 e e y − yd e e = e e y − yd e e + e e y − y e e ,
 o
 2 2 2
 ften written as SST = SSR + SSE , where
 ,SST = (y − yd) is the total sum of squaresΣ i2
 i2S ΣSR = (y − yd) is the regression sum of squares,
 .SSE = (y − y ) is the residual sum of squaresΣ i i2
 The coefficient of multiple determination is
 R = SSR /SST . The interpretations of these2
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 e
 l
 quantities are essentially the same as in simpl
 inear regression.
 Distribution of b , s for Normally Distributed Errors
 T
 2
 o derive the standard distribution theory for
 linear regression, we need to assume that the u arei
 .
 g
 normal . This assumption was not needed earlier
 It is possible to construct an n ×n matrix
 sV = [v , . . . , v ], such that V ′V = VV ′ = I (V i0 n −1
 an orthogonal matrix), and such that
 .HV = [v , . . . , v , 0 , . . . , 0]0 p
 o
 fi
 There are many ways to do this. All we need is t
 nd a set of mutually orthogonal vectors
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 , . . . , v such that v , . . . , v are in the
 c
 0 n −1 0 p
 olumn space of X . This can be done using the
 e
 t
 Gram-Schmidt algorithm from linear algebra. Not
 hat left-multiplication by H leaves the first p +1
 g
 c
 columns of V unchanged, but takes the remainin
 olumns to zero.
 Now, we define the n -dimensional normally distri-
 -
 m
 buted random vector z by z = V ′y . (Why is z nor
 al?) Left-multiplying both sides by V , we get
 y = Vz = z v + . . . + z v .0 0 n −1 n −1
 tLeft-Multiplying both sides of this by H , we ge
 y = z v + . . . + z v .0 0 p p
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 It follows that
 e = y − y = z v .Σ1n −
 1j =p +j j
 y
 d
 Since z is normal, its properties are completel
 etermined by its expectation and covariance
 r
 η
 matrix. The expectation of z is the vecto
 = E [z ] = V ′X β. Note that
 V
 =
 η′ = β′X ′V = β′(HX )′
 β′X ′HV = β′X ′[v , . . . , v ,0 , . . . , 0] .
 I
 0 p
 t follows that the last n −p −1 entries of the n -
 dimensional row vector η′ are all zero, i.e.,
 η = . . . = η = 0 .p +1 n −1
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 sThe covariance matrix for z i
 Cov (z ) = E [(z − η)(z − η)′] .
 Now,
 z − η = V ′y − E [V ′y ] = V ′(y − X β) = V ′u .
 C
 Therefore,
 ov (z ) = E [V ′u u ′V ] = V ′E [u u ′]V = σ V ′V = σ I .
 g 0 n −1
 u2
 u2
 So z , . . . , z are uncorrelated and normally
 ,distributed (hence independent), with E [z ] = ηj j
 j u2.
 T
 and var [z ] = σ
 heorem: Suppose the u are normally distributed.
 T 2
 i
 hen b and s are independently distributed random
 βvariables. b is multivariate normal with mean
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 dand covariance matrix σ (X ′X ) , anu2 −1
 21( 2
 u2
 n −p −n −p −1)s /σ is distributed as χ .
 ,
 i
 Proof: Since b is a linear combination of normals
 t must have a multivariate normal distribution. The
 d
 mean and covariance of b have already been
 erived. To establish independence of b and s ,
 note that
 2
 b = (X ′X ) X ′y = (X ′X ) (HX )′Vz
 −
 −1 −1
 10 0 n −1 n −1)= (X ′X ) X ′H (v z + . . . + v z
 = (X ′X ) X ′(v z + . . . + v z ) ,−10 0 p p
 0 p t
 d
 which is a function of z , . . . , z , but does no
 epend on z , . . . , z . On the other hand, thep +1 n −1
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 fresidual vector y − y = z v is a function oΣj =p +1
 n −1j
 zp +1 n −1
 j
 , . . . , z but does not depend on
 -z , . . . , z . Since the z are independent, it fol0 p j
 2l 2ows that b and s =n −p −1h 1hhhhhh e e y − y e e are indepen-
 ,dent. Since the vectors v are mutually orthogonalj
 w j2ith e e v e e = 1, we find that
 σ(n −p −1)s /σ = e e z v + . . . + z v e e /2u2
 p +1 p +1 n −1 n −12
 u2
 2u2
 12
 n −1= p +(z + . . . + z )/σ .
 tSince {z } are iid N (0 , σ ), it follows thaj j =p +1n −1
 u2
 21( 2
 u2
 n −p −n −p −1)s /σ is distributed as χ .
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